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On the Wave Theory in Heat 
Conduction 
This work contains three major components: a thorough review on the research 
emphasizing engineering applications of the thermal wave theory, special features 
in thermal wave propagation, and the thermal wave model in relation to the mi
croscopic two-step model. For the sake of convenience, the research works are 
classified according to their individual emphases. Special features in thermal wave 
propagation include the sharp wavefront and rate effects, the thermal shock phe
nomenon, the thermal resonance phenomenon, and reflections and refractions of 
thermal waves across a material interface. By employing the dual-phase-lag concept, 
we show that the energy equation may be reduced to that governing the heat transport 
through the metal lattice in the microscopic two-step model. The dual-phase-lag 
concept can thus capture the microscopic mechanisms in some limiting cases. 

Introduction 

An equilibrium state in thermodynamic transition, in reality, 
needs time to establish. For a physical process occurring in a 
much shorter time interval than that required for attaining 
equilibrium, the equilibrium concept becomes an approximate 
description of the physical process. It is intriguing for sim
plifying the analysis but may not yield satisfactory results. 
Fourier's law in heat conduction is an example in hand. When 
applied to the problem involving reflectivity change resulting 
from short-pulse laser heating on gold films (Qiu and Tien, 
1992), the diffusion theory, assuming an instantaneous re
sponse and a quasi-equilibrium thermodynamic transition, pre
dicts a reversed trend for the surface reflectivity when compared 
to the experimental data. The response time in the type of 
problem is on the order of picoseconds, comparable to the 
phonon-electron thermal relaxation time. The metal lattice and 
the hot electron gas simply cannot reach thermodynamic equi
librium in such a short period of time, which is the main cause 
for the failure of the diffusion theory. The diffusion theory 
leads to ambiguous results even for simple problems like heat 
propagation in a semi-infinite, one-dimensional solid. As shown 
by Baumeister and Hamill (1969, 1971), the heat flux at the 
driving end needs to be infinitely large to maintain a diffusion 
behavior in the solid. Although Fourier's law may still be 
sufficiently accurate for engineering problems under regular 
conditions, the fundamental assumptions behind the model 
need to be carefully examined when extended to problems 
involving high-rate change of temperature. 

A nonequilibrium description for the thermodynamic tran
sition is the most important issue to be resolved in high-rate 
heat transfer. Since heat flux is a natural consequence for a 
nonequilibrium state, it has been accommodated in the fun
damental state variables defining the irreversibility in ther
modynamic transition (Jou et al., 1988; Tzou, 1993a). The 
entropy (s) in a material volume for example, is a function of 
internal energy (e), specific volume (v) (tranditional state vari
ables for quasi-equilibrium), and heat flux (q). Mathemati-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
1993; revision received March 1994. Keywords: Conduction, Reviews, Transient 
and Unsteady Heat Transfer. Associate Technical Editor: Y. Bayazitoglu. 

cally, s = s(e, v, q). Then the resulting entropy production 
rate has the following form: 

VT /3rq 
E = q- (1) 

with (3r being a positive constant (ds/dq = - vf$T<{/T) and T 
measured in an absolute scale. To guarantee a positive-definite 
value for E, a restriction to be followed for any physically 
admissible process, a sufficient (but not necessary) condition 
is 

V T ,8 rq 
'A' 

(2) 

with A being positive. The entropy production rate, conse
quently, is simply lql2A4, which is positive definite. Alter
nately, Eq. (2) can be re-arranged to give 

q + r q = -kvT, with ^ = 7̂ 2 a n d ?" = — - . (3) 

The nonequilibrium effect lies in the coefficient of (3r- In the 
case of fiT = 0 (ds/dq = 0), heat flux is dropped from the 
state variables and Eq. (3) is reduced to Fourier's law of heat 
conduction. Entropy degenerates into a function of internal 
energy and specific volume alone and Eq. (1) for the entropy 
production rate is reduced to the equilibrium version. Note 
that the 1/T2 behavior of thermal conductivity, and hence the 
1/Tbehavior of the relaxation timeshown in Eq. (3), are special 
cases resulting from the sufficient but not necessary condition, 
Eq. (2). Should a more complicated functional relationship be 
selected in Eq. (2) that also guarantees the positive-definiteness 
of the entropy production rate, a more complicated functional 
dependency of the thermal conductivity or the relaxation time 
on temperature may result. The special result for thermal con
ductivity derived in Eq. (3), however, corresponds to that for 
pure metals (Eckert and Drake, 1972). 

Accounting for the lagging response in time between the 
heat flux vector and the temperature gradient, alternatively, 
Tzou (1992a) provided a macroscopic formulation to describe 
the nonequilibrium thermodynamic transition. Mathemati
cally, this can be expressed by 

q(r,t + T)=-kVT(r, t), (4) 
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with T being the phase-lag in time, an intrinsic thermal property 
of the medium. Equation (4) shows that the temperature gra
dient established at time t results in a heat flux vector at a later 
time t + r due to insufficient time of response. In combining 
with the energy equation, 

- V • q(r, 0 + S(r, f) = Cp ^ ~ , (5) 

the physical quantities involved in Eq. (4) must be at the same 
instant of time. For this purpose, Taylor's series expansion is 
applied to Eq. (4) with respect to T, which gives 

3q(r, 0 
q(r, ?+r) = q(r, t) + T • 

dt 
- + o(Tl)=-kVT(r,t). (6) 

Assuming that the phase-lag in time (T) is so small that the 
second and higher order terms can be neglected, Eq. (6) is 
approximated by 

q(r , /) + r ^ - ^ s - * V 7 X r , 0 (7) 

which is identical to Eq. (3) derived from the nonequilibrium 
entropy production rate. The phase-lag in time is thus an al
ternative view for the functional dependence of a physical state 
on the heat flux vector in nonequilibrium thermodynamic tran
sition. 

Eliminating q from Eqs. (5) and (7), we obtain 

V-kVT(r, 0 + S(r, t) + r 
dS(r, t) 

dt 

= C„ 
8T(r, t) d2T(r, t) 

+ T dt dt2 (8«) 

For constant thermal conductivity, Eq. (8a) is further reduced 
to 

V27(r, 0 + -
1 

S(r , t) + r 
dS(T, t) 

dt 

1 f 
= — 

a 

dT{t,t) 82T(t, t) 
+ T —r^—• (8o) dt dt1 

where a is the thermal diffusivity. In absence of body heating 
(S = 0). Eq. (8b) is the energy equation postulated by Maxwell 
(1867), Cattaneo (1958), Morse and Feshbach (1953), and Ver-
notte (1958, 1961). Equation (8£>) when compared to the dif
fusion equation, includes a wave term represented by (j/a) 
d2T/dt2. Approaching from the collision theory of molecules, 

moreover, Chester (1963) related the ratio o f r / a to the thermal 
wave speed 

Cl (9) 

A finite value for the thermal wave speed, therefore, is a direct 
consequence of the lagging response, which is a characteristic 
in nonequilibrium in thermodynamic transition. Several in
vestigators, including Nettleton (1960), Chester (1963), Maurer 
(1969), and Francis (1972), made attempts to estimate the mag
nitude of the relaxation parameter r for engineering materials. 
It appears that the magnitude of r ranges from 10"10 s for 
gases at standard conditions to 10~ M s for metals, with values 
of T for liquids and insulators falling in between. The thermal 
wave speed in metals, consequently, is on the order of 105 m/ 
s from a sole material point of view. This is the threshold value 
of the Fermi velocity. 

In addition to the apparent heat source terrti in Eq. (8), the 
time-derivative of the real heat source due to the effect of finite 
speed of heat propagation (Frankel, 1985), another special 
feature in the modified heat flux law (Eq. (7)) is better envi
sioned by a direct integration: 

q ( r , / ) = - ( - exp 01 exp VT(r,n)dn. (10) 

According to this equation, the heat flux q at a certain time t 
depends on the entire history of the temperature gradient es
tablished from 0 to t. The thermal wave theory, therefore, 
presents a strong path dependency (Tzou, 1992a) of the tem
perature gradient rather than the point value (V Tat /) depicted 
by Fourier's law. 

An Overview of the Research 
Like other constitutive models in engineering, modifications 

on Fourier's law are motivated by its deficiencies in advanced 
applications. Especially in interdisciplinary research areas 
where not only the temperature but also its gradient and time-
rate change are needed as an entirety, a slight ambiguity in 
heat conduction may result in significant deviations in the 
coupled field response. 

Maxwell's research on the kinetic theory of gases (1867) has 
had great influence on the development of the thermal wave 
theory. Morse and Feshbach (1953) hypothesized, and Cat
taneo (1958) and Vernotte (1958, 1961) argued for, the in
stantaneous propagation of thermal signals in solids. A finite 

N o m e n c l a t u r e • 

A = 
C = 

-'e, I, p = 

G = 

f 
h 
k 

K 
M 

n 
q 
Q 

positive constant, WK/m r = 
thermal wave speed, m/s 
volumetric heat capacity, 
kJ/m3K T = 
coupling factor of phonon- t = 
electron interactions, W/ S = 
m3K 
critical frequency = CVa s = 
Planck's constant, Js v = 
thermal conductivity, a = 
W / m K (3 = 
Boltzmann constant, J/K 5 = 
thermal Mach number = 
v/C 6 = 
number density, 1/m3 

heat flux vector, W/m2 p = 
volumetric laser heat source, E = 
W/m3 

distance away from the mov
ing heat source or crack tip, 
m 
temperature, K 
physical time, s 
volumetric heat generation 
rate, W/m3 

entropy, kJ/kg K 
speed, m/s • 
thermal diffusivity, mVs 
dimensionless time = C V 2 a 
dimensional distance = 
Cx/2a 
dimensionless temperature 
= (T-T0y(Tw-T0) 
mass density, kg/m3 

entropy production rate, k J / 
k g K s 

T = relaxation time, s 
fi = oscillating frequency of heat 

source, 1/s 
co = modal frequency, 1/s 

V = gradient operator 

Subscripts and Superscripts 
0 

a 
D 
e 
I 

M 
q 
s 
T 
0 

II 

= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

initial value or room 
ature 
atoms 
Debye temperature 
electrons 
metal lattice 
thermal Mach angle 
heat flux 
sound 
temperature 

temper 

d/dt = rate change in time 
media I and II 
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wave speed was suggested on a more physical ground. Since 
then, the deficiencies in the diffusion model for heat conduc
tion and the need for a wave model accounting for the finite 
speed of heat propagation have been examined from various 
physical points of view. They are summarized in the following 
categories. 

1 Molecular Collision Models Established on the Basis of 
Quantum Mechanical and Statistical Mechanics. Typical re
search in this category is that by Klemens (1958), Grad (1958), 
Ziman (1960), Chester (1963), Prohofsky and Krumhansl 
(1964), Maurer (1969), Bubnov (1976), Berkovsky and Bash-
tovoi (1977), and Cheng (1989). In this approach, the kinetic 
Boltzmann transport equation is used to extract macroscopic 
quantities such as temperature from the distribution of mol
ecules. It characterizes the macrosocpic properties such as ther
mal diffusivity and thermal wave speed through the velocity 
and frequency of molecular collisions. 

2 The Irreversible and Nonequilibrium Thermodynamics. 
As expected, the thermodynamic consideration for the wave 
behavior in heat conduction is a major branch of research. 
Advances being made include the extensions based on classical 
Onsager thermodynamics (Nettleton, 1960; Kaliski, 1965; Lui-
kov and Berkovsky, 1974), examinations on the inequality of 
the nonequilibrium entropy flow (Miiller, 1967a; Meixner, 
1970; Green and Laws, 1972; Coleman et al., 1982; Lebon et 
al., 1982), the evolution and stability of thermodynamic equi
librium (Lebon and Casas-Vazquez, 1976; Bhattacharya, 1983; 
Coleman et al., 1986) and introductions of additional state 
variables for describing irreversible, thermodynamic transi
tions (Miiller, 1967b; Lambermont and Lebon, 1973; Gyar-
mati, 1977; Casas-Vazquez et al., 1984; Jou et al., 1988; Ferrer 
and Jou, 1991, Tzou, 1993a). The special feature of fading 
memory in the history of thermal wave propagation was in
tensively discussed by Coleman (1964), Gurtin and Pipkin 
(1968), Nunziato (1971), andrecently by Tzou (1989a, b, 1992a, 
1993a) for a more rigorous engineering assessment. 

3 Causality Restrictions by the Special Theory of Relativ
ity. The fact that any speed of a moving object, including 
the thermal wave, must be less than the speed of light was 
examined by Kelly (1968) for diffusion. By using the covariant 
form of the Boltzmann transport equation, he showed that a 
finite value of the thermal diffusivity cannot co-exist with an 
infinite value of the thermal wave speed based on the same 
velocity of molecular collisions. A similar argument on the 
finiteness of the thermal wave speed was made by Van Kampen 
(1970). Within the mainframe of the relativistic general for
mulation for heat conduction, the energy equation is far more 
complicated than the linear theory initiated by Vernotte, Cat-
taneo, and Morse and Feshbach. Addition of a wave term in 
the classical diffusion only appears as a special case. 

4 Analogy to the Random Walk Process for Discontinuous 
Diffusion. Goldstein (1951) proposed the random walk model 
with correlation for diffusion. Treating the diffusion problem 
in the formalism of the random walk process, Weymann (1967) 
showed that the infinite propagation velocity in heat conduc
tion results from neglecting the atomistic struture of matters. 
The modified form of the heat equation accounting for such 
an effect gives the same hyperbolic equation for temperature 
waves. Taitel's work (1972) extended the random walk concept 
and proposed a discrete formulation for incorporating the wave 
effect. The main purpose is to remove the overshooting phe
nomenon of temperature upon impingement by the thermal 
wavefront. 

5 Implications From Microscale Heat Transfer. When 
the characteristic dimension of a medium shrinks to the thresh
old of the mean free path of phonons, as indicated by Flik 

and Tien (1990) and Flik et al. (1991), the microscopic behavior 
of phonon scattering significantly influences the thermal be
havior in heat conduction. Majumdar (1993), based on the 
Boltzmann transport theory, developed an equation of phonon 
radiative transfer (EPRT), which happens to be of the same 
form as the equation of radiative transfer (ERT) for partici
pating media. Hence, well-documented mathematical tech
niques such those of Ozisik, (1973) and Siegel and Howell 
(1982) can be used for their solutions. It is also shown that 
the hyperbolic heat conduction equation can be derived from 
EPRT only in the acoustically thick limit. Application of the 
hyperbolic heat conduction equation to thin-film supercon
ductors was made by Bai and Lavine (1991). Also, as sum
marized later in this paper, interrelations between the 
microscopic two-step model (Qiu and Tien, 1992) and the mac
roscopic thermal wave model with a nonlocal response (Tzou 
and Ozisik, 1992) and a dual-phase-lag (Tzou and Li, 1993a) 
have been established. For metals, in addition to the macro
scopic properties such as thermal conductivity and heat ca
pacity, the thermal wave speed also depends on the microscopic 
quantities such as the number densities of free electrons and 
atoms in metal lattice. 

6 Thermal Wave Propagation. Since the relaxation be
havior is a special response in time, its physical essence has 
been extensively explored by considering one-dimensional 
problems in space. Baumeister and Hamill (1969, 1971) studied 
the temperature wave in a semi-infinite solid subjected to a 
suddenly applied temperature at the wall. Fauske (1973) and 
Kazimi and Erdman (1975) investigated the interface temper
ature for two suddenly contacting media. Maurer and Thomp
son (1973) emphasized the importance of the wave effect in 
response to a high heat flux irradiation. Chen (1969), Amos 
and Chen (1970), and Bogy and Naghdi (1970) studied the rate-
dependent response in temperature waves. The effect of time-
rate change of the thermal wave speed was incorporated in the 
model by Luikov et al. (1976). The temperature wave across 
thin-film media was studied by Letcher (1969) and Kao (1977). 
Wiggert (1977) studied the characteristic lines in thermal wave 
propagation and Carey and Tsai (1982) made an attempt for 
the finite difference formulation. Lindsay and Straughan (1976, 
1978) considered the same problem as Chen's (1969) but re
trieved the nonlinearity omitted in the linearized formulation. 
Cylindrical waves were considered by Wilhelm and Choi (1975) 
in metals. The finite signal speed in heat propagation was 
shown admissible within the general E} invariant constitutive 
equation for energy flux by DeFacio (1975). Joseph and Pre-
ziosi (1989, 1990) introduced notions of an effective thermal 
conductivity and an effective heat capacity to interpret the 
relaxation behavior of heat and energy. The research by Ozisik 
and his colleagues (Vick and Ozisik, 1983; Ozisik, and Vick, 
1984) predicts the growth and decay of a thermal pulse in one-
dimensional solid. The temperature ripple propagating with a 
finite speed has finite height and width, which is similar to 
that observed experimentally by Bertman and Sandiford (1970). 
Penetration and reflection of thermal waves by interfaces in 
composite media were studied (Frankel et al., 1986, 1987). 
Also, Frankel et al. (1985) demonstrated that the flux-for
mulation in the thermal wave theory is more convenient to use 
for problems involving flux-special boundary conditions. The 
effect of temperature-dependent thermal conductivity on the 
propagation of thermal waves was studied for a semi-infinite 
region 0<x<oo under different boundary conditions at x = 
0 as well as for a pulsed energy source by Glass et al. (1986). 
The propagation of thermal waves in an absorbing and emitting 
medium was also studied (Glass et al., 1987b). The non-Fourier 
response of a solid subjected to an oscillatory surface flux 
corresponds to the practical situation of irradiation of a solid 
by a pulse laser. Results show that non-Fourier effect is quite 
significant (Human, 1986; Glass et al., 1987c) and furthermore 

528/Vol . 116, AUGUST 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the non-Fourier conduction effect can be important even at a 
"long time" after the initial transient if the thermal disturbance 
is oscillatory with the period of oscillation of the same order 
of magnitude as the thermal relaxation time (Yuen and Lee, 
1989). The Stefan problem with a moving boundary and in 
thermal wave formulation was analyzed by Sadd and Didlake 
(1977), DeSocio and Gualtieri (1983), Showalter and Walk-
ington (1987), and Glass et al. (1987a, 1990). A two-dimen
sional hyperbolic heat conduction due to axisymmetric 
continous or pulsed surface heat sources was studied by Kim 
et al. (1990). The thermal .wave characteristics in multidimen
sional media were initiated by Tzou. The thermal shock for
mation around a fast-moving heat source (Tzou, 1989a, b, 
1990c, 1991a) and a rapidly propagating crack tip (Tzou, 1990a, 
b) provides similar situations to those in the high-speed aero
dynamics. Subsonic, transonic, and supersonic temperature 
waves exist in transition of the thermal Mach number. For the 
dynamic crack propagation, several salient features in the tran
sonic and supersonic waves have been observed in a recent 
experiment by Zehnder and Rosakis (1991). The thermal res
onance phenomenon under frequency excitations (Tzou, 1991b, 
c, 1992d, e) simply cannot be depicted by the diffusion behavior 
in heat conduction. 

7 Constitutive Equations for the Thermal Wave Behav
ior. Constitutions between the heat flux vector and the tem
perature gradient are another major effort made in the 
development of the thermal wave theory. Including the rate 
form of the Jeffreys type and the Guyer and Krumhansl model 
for second sound propagation in dielectric materials, the ar
ticles by Joseph and Preziosi (1989, 1990) provide a thorough 
review for the broad research made in this direction. 

8 The Coupling Behavior. Coupling of the thermal re
laxation behavior with the mass and momentum transfer in 
fluidlike structures has been studied. Typical examples are the 
works by Choi and Wilhelm (1976) for fully ionized electron-
ion in plasma. Lindsay and Straughan (1978) for perfect fluids, 
and Sieniutycz (1977,1979,1981) and Roetman (1975) for mass 
transport. For deformation in one-dimensional solids, the ther-
moelastic formulation coupled with the thermal wave effect 
inlcude the works by Ward and Wilks (1952), Lord and Shul-
man (1967), Popov (1967), Achenbach (1968), Norwood and 
Warren (1969), Nayfeh and Nemat-Nasser (1971, 1972a, b), 
Adnan and Nayfeh (1972), Atkins et al. (1975), Kao (1976), 
Nayfeh (1977), and Ignaczak (1978). Two-dimensional prob
lems with emphasis on the effects of thermal shock waves were 
advanced by Tzou (1989c, d, 1992a, b) and Tzou and Li (1993b, 
c). 

Special Features in Thermal Wave Propagation 
A general criterion for the dominance of wave behavior over 

diffusion was proposed by Tzou (1989a, b, 1992a): 

dT 

dt » 
ToC2 

2a e x p ( -
cV 

( i i ) 

with T0 being the reference temperature. This criterion includes 
the combined effect of thermal properties (a and Q , the ther
mal loading and response conditions (dT/dt and T0) and the 
transient time (0 in the physical process. For heat transfer 
occurring in an extremely short period of time (small value of 
t) or that with an extremely high rate of temperature increase 
(large value of dT/dt), the wave behavior may become pro
nounced regardless of the value of T0. In this section we sum
marize the existing solutions to distinguish the nonequilibrium 
(predicted by the wave theory) from the equilibrium (predicted 
by the diffusion model) temperatures. The differences between 
the two models, indeed, reveal the physical phenomena to be 
expected should the temperature rate continue to increase in 
real applications. 
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Fig. 1 Thermal waves propagating in a one-dimensional solid bounded 
by x = 0 and L:(a) effect of initial temperature rate on the thermal wave 
patterns at /3 = 0.4; (fa) temperature response at the middle point of the 
solid ((5 = 0.5) for 0</3<3. Dimensionless variables: 5 = Cxl2a, ff = 
Ct 2/2«, 6 = (T - T0)I(T„ - T0), and 0O = 2at0IC

2(T„ - T0). 

(a) Sharp Wavefront and Rate Effect. A sharp wavefront 
is a special feature in thermal wave propagation. Figure 1 
illustrates this behavior by considering a one-dimensional me
dium carrying two thermal waves emanating from the bound
aries at x = 0 and L. The sharp wavefront is located at x = 
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Fig. 2 Propagation ol wave packets resulting from an energy pulse with a finite width: (a) case with A6 
0.01 at fi = 0.5. Transmitted and reflected patterns at (Z>) 0 = 0.3 and 0.7, (c) 0 = 1.3 and 1.7, and (d) 0 
2.3 and 2.7. AS = C(Ad)/2« with Ad being the width of the energy pulse. 

Ct or 5 = j8. For £ = 0.4, a representative instant of time, 
the two wavefronts are located at 5 = 0.4 (emanating from 
the left wall) and 5 = 0.6 (from the right wall). The dotted 
curve with a zero initial rate of temperature (60) is Taitel's 
solution (1972). When the temperature rate increases, the tem
perature level increases and may exceed the wall temperature 
as exemplified by the curve with 60 = 3 as shown in Fig. 1(«). 
The two wavefronts meet at the middle point at 5 = /3 = 0.5. 
Impingement of two wavefronts induces a high temperature 
rate 6 of approximately 42. Owing to such high-rate heating, 
temperature (6) at the middle point shoots up to 1.2 at /3 = 
0.5 as shown by Fig. 1(b). Since then the two wavefronts travel 
back and forth in the solid and meet subsequently at /3 = 1.5, 
2.5, etc. The temperature rate changes sign at /3 = 1.5 to 
negative (cooling) and switches to heating again at /3 = 2.5. 
The overall shooting behavior to temperature argued by Taitel, 
indeed, results from the effect of temperature rate, which is 
admissible within the framework of the thermal wave model. 
Such a rate effect is pertinent to the wave theory because the 
diffusion model cannot allow a specification on the time rate 
change of temperature. 

Wave packets resulting from a finite-width pulse were stud
ied by Vick and Ozisik (1983). The finite width of a pulse 
induces a more localized temperature with a large gradient in 
the neighborhood of the thermal wavefront, as shown by Fig. 
2(a) for A5 = 0.01. This localized phenomenon in heat prop
agation was observed in the experiment by Peshkov (1944), 
which cannot be pictured by diffusion. For a wider energy 
pulse with A5 = 0.02 (Ozisik and Vick, 1984), Figs. 2(b) to 
2(d) show the continuous patterns of transmitting and reflected 
thermal waves between the two boundaries at 8 = 0 and 1. 
The arrows represent the directions of wave propagation at 
different instants of time. Intensity of the thermal wave decays 
due to the effect of diffusion. 

(b) Thermal Shock Formation. The thermal energy tends 
to accumulate in a preferential direction around a rapidly mov
ing heat source (Tzou, 1989a, b). Characterizing by the thermal 
Mach number M (=v/Q, temperature contours surrounding 

the heat source are shown by Figs. 3(Z?) (for diffusion with 
C— oo and M—0) to 3(e) for M = 2. The heat source is located 
at (0, 0), origin of the material coordinates (Xu X2). While 
temperature contours in the subsonic region (M = 0.5 in Fig. 
3(c)) bear some resemblance to those in diffusion (Fig. 3(b)), 
normal and oblique shock waves, respectively, exist at the 
transonic (M = 1, Fig. 3(d)) and in the supersonic (M = 2, 
Fig. 3(e)) region. For M > 1, the shock surface is located at 
at angle of du = sin - ' (1/M) measuring from the trailing edge 
of the heat source. For M = 2, for example, the thermal shock 
angle is 30 deg. When the shock surface is approached from 
the heat affected zone, as shown by Fig. 3(d) for M = 1, and 
dM = 90 deg and 3(e) for M = 2 and 6M - 30 deg, the isotherms 
collapse together, which induces a large temperature gradient 
in the neighborhood of the thermal shock waves. This moti
vates the research on the thermoelastic failure around an in
tensified fast-moving energy source (Tzou, 1989d, 1992b). 

Thermal shock formation around a rapidly propagating crack 
tip has a similar structure (Tzou, 1990a, b). The thermal shock 
angle, for example, is sin-1 (1/M) measuring from the trailing 
edge of the crack tip. In transition from the heat-affected zone 
to the thermally undisturbed zone across the shock surface, 
however, a finite jump of temperature of 4(T)0 results. At the 
transonic and in the supersonic regions with M > 1, moreover, 
singularity of the temperature gradient (Tzou, 1991d-f) van
ishes at the crack tip. Comparisons of transonic and supersonic 
temperatures waves with experimental observations were sum
marized in a series of recent papers by Tzou (1992c, f, g). 

(c) Thermal Resonance. Similar to displacement waves 
in mechanical vibrations, the wave amplitude of temperature 
may display a resonance phenomenon under proper conditions. 
For a one-dimensional solid subjected to the excitation of an 
externally applied heat source oscillating at a frequency Q, this 
spacial behavior has been analytically demonstrated by Tzou 
(1991b, c, 1992d, e). The resonance frequency of temperature 
depends on the wave mode being excited. For the wave mode 
with modal frequency of « = 5/, 1(f), and 10/, exemplified 
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Fig. 3 (a) The material coordinates (X,, X2) convecting with the heat source. X, = i>^l2a and X2 = v|2/2« 
with (£,, £2) being the material coordinates with dimensions. Temperature contour pattern around a moving 
heat source for (b) M = 0 (diffusion theory), (c) M = 0.5 (subsonic), (d) M = 1 (transonic), and (e) M = 2 
(supersonic). The heat source is located at (0, 0). 
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Fig. 4 Thermal resonance in a one-dimensional solid subject to the 
excitation of an oscillatory body heat source. The resonance curves for 
u* = 5, 7, and 10. [</, SI*] = [u, il]lf with f = C 2/<*. 

respectively in Fig. 4, the amplitudes of temperature waves 
reach maximum values at particular values of 0. Unlike the 
other waves, however, the temperature wave is highly disper
sive due to the effect of diffusion. Only the wave mode with 

a modal frequency larger than the critical value of 0.64359/ 
can be excited to resonate. The wave modes lower than this 
critical mode consume all the externally supplied energy by 
diffusion and no resonance could occur. Should the resonance 
phenomenon be produced in the laboratory and the resonance 
frequency be measured experimentally, most importantly, the 
thermal wave speed can be calculated analytically. Since such 
a frequency approach does not rely on the fast response of 
thermal devices recording arrival of the thermal wavefront, it 
could be used as an alternative in determining the thermal wave 
speed for engineering materials. 

(d) Reflection, Refraction and Transmission of Thermal 
Waves. Wave behavior may disappear when transmitting 
across an interface between dissimilar materials (Tzou, 1993b). 
For a thermal shock wave emanating from a rapidly moving 
heat source in medium II, as shown in Fig. 5, the wave behavior 
can be retained only in the shaded area where M(I1)2 - M(,)2 < 1. 
M(I) and M(II) here, respectively, refer to the thermal Mach 
number in medium I and medium II. Mathematically, M<0 = 
v/Cm for i = 1,11. This condition implies that C(1) (the thermal 
wave speed in medium (I)) must be greater than C(II) (the 
thermal wave speed in medium (II)) to maintain the wave 
behavior after refraction. The thermal energy transmitted to 
the interface from medium II, in other words, must be carried 
away at a faster rate in medium I otherwise diffusion would 
take place as a result of energy accumulation. 

Interrelations With the Microscopic Two-Step Model 
When the response time becomes extremely short, say com

parable to the phonon-electron relaxation time, heat transfer 
through the microstructures must be taken into account. The 
microscopic two-step model (Anisimov et al., 1974; Fujimoto 
et al., 1984; Brorson et al., 1987, 1990; Elsayed-Ali et al., 
1987; Elsayed-Ali, 1991; Qiu and Tien, 1992), for example, 
considers the excitation of electron gas and the metal-lattice 
heating by phonon-electron interactions as a two-step process. 
The two processes are coupled through the phonon-electron 
coupling factor. Mathematically, they are described by 

Journal of Heat Transfer AUGUST 1994, Vol. 116/531 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



medium (I) 

medium (II) 

sin-1 (1/M<">) 

M<"> > 1 

Fig. 5 Penetration of thermal shock waves through a material interface 
and retainment of the wave behavior after refraction (the shaded area 
in the state space of M(1) and M(ll)) 

37} 
dt 

= V-(kVTe)-G(Te~T,) 

C,'~=G(Te-Tl). 
at 

(12) 

(13) 

Note that diffusion is assumed for heat conduction in the 
electron gas. The coupling factor G, within the limit of Wied-
ljemann-Frenz's approximations, is given by (Qiu and Tien, 
1992) 

G = k with „, = — (6*\rmTD. (14) 

In Eq. (15), vs is the speed of sound and h is Planck's constant. 
Since temperature of the metal lattice is of primary concern 
to practical engineers, we may eliminate the temperature of 
the electron gas (7C) from Eqs. (12) and (13). Assuming con
stant thermal properties,1 this results in (Tzou and Li, 1993a) 

v2T+^l(v2T)_idT[+±d^T[ 
VT,+ c?dt(vTt)-a dt+(? dt" 

where 

Ce + C, 
and C= 

kG 

CeCi 

(15) 

(16) 

are the equivalent thermal diffusivity (a) and thermal wave 
speed ( Q . They are expressed in terms of microscopic prop-

'Heat capacity of the electron gas increases with temperature in reality. A 
constant value is assumed here for establishing the interrelations with the gen
eralized thermal wave theory in the simplest case. 

erties such as the number densities of free electrons and atoms 
in the metal lattice. In addition to a wave term, clearly, the 
phonon-electron interaction introduces a mixed-derivative 
term, which dominates over the wave behavior and diffusion. 

Equation (15) is derived on a microscopic basis, which may 
be somewhat difficult for practical engineers to follow. An 
immediate question thus arises: Does a macroscopic descrip
tion exist that correlates to the microscopic effect of phonon-
electron interactions? Bearing in mind the wave term in Eq. 
(15), a possible way is to introduce the dual-phase-lag concept 
in the generalized thermal wave theory (Tzou and Li, 1993a): 

q(r, t + Tq)= - 4 v r ( r , t + rT). (17) 

Expanding Eq. (17) with respect to t and retaining only the 
first-order terms i n w ' , we have 

q(r, 0 + T, 
dq(r, 0 

dt 
~-k VT{v,t) + TT- VT(r , / ) 

at 
(18) 

It is the corresponding expression to Eq. (7) employing a single 
phase-lag (rq). When combined with Eq. (5) (the energy equa
tion) and eliminating the heat-flux vector q, a single equation 
results: 

dty ' a dt a ><2 dt1 (19) 

With T representing the macroscopic lattice temperature, a 
direct comparison of Eqs. (15) and (19) yields 

C, < r ' - ' 
TT = 

G 
and T„ = 

1 J_ ]_ 
Ce C) (20) 

In the absence of body heating and assuming constant thermal 
properties, therefore, the microscopic two-step model lies 
within the framework of the generalized thermal wave theory 
employing the dual-phase-lag concept. More rigorous ap
proaches are currently ongoing to establish a general corre
lation between the two models. The wave theory employing 
the concept of nonlocality (Ozisik and Tzou, 1992; Tzou and 
Li, 1993a), for example, is another possibility. 

The Experimental Evidence for the Wave Behavior 
A rigorous, direct experimental evidence for the thermal 

wave behavior at room or elevated temperature is not available 
yet. In detecting the rise time of the surface reflectivity at the 
back surface of a gold thin film subjected to the irradiation 
of a short-pulse laser from the front surface, however, the 
pump-and-probe experimental technique has shown that the 
average heat-transport velocity of the electron gas in pure 
metals in on the order of 106 m/s (Figs. 2 and 3 in the work 
of Brorson et al., 1987). Since the temperature of the metal 
lattice remains undisturbed in this time frame of picoseconds, 
the thermal wave speed for heat transport through the metal 
lattice seems to be lower than the threshold value of 106 m/s. 
A precise value for such a macroscopic thermal wave speed 
among the metal lattice, unfortunately, is impossible at this 
stage due to insufficient information in the existing experi
mental results emphasizing the two-step process of heat trans
port. It is informative, however, that the impurities existing 
among the metal lattices would further slow down the thermal 
wave speed. 
, Short-pulse laser processing on thin-film structures reveals 
another possibility for the activation of the thermal wave be
havior under regular conditions. For a protecting layer coated 
onto the surface of a silicon steel sheet (Li, 1992; Li et al., 
1993) subject to the irradiation of a laser beam with pulse 
duration of 100 ns, for example, the early surface burn-out 
and the one-third-of-thickness thermal penetration depth are 
two special features observed in their experiment. According 
to the diffusion theory, however, the surface temperature is 
far lower than the melting temperature of the coating layer, 
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while the thermal penetration depth predicted by diffusion is 
approximately 0.7 percent of the thickness. These results sig
nificantly contradict those observed experimentally. Employ
ing the thermal wave theory, on the other hand, the surface 
temperature is on the order of 102 to 103°C for the transient 
response in microseconds, which explains the observed phe
nomenon of early surface burn-out. The qualitative, one-di
mensional analysis (Li et al., 1993) also showed that the 
reflection and transmission of thermal waves across the inter
face between the coating layer and the silicon steel substrate 
is the main cause for the.much deeper penetration depth. 

Conclusion 
Transition from diffusion to wave behavior in heat con

duction involves more than a simple switch from a parabolic 
to a hyperbolic equation. The nonequilibrium temperature re
sulting from the phase-lag effect (thermal relaxation behavior) 
has many salient features that the diffusion model assuming 
equilibrium cannot describe. The sharp wavefront in thermal 
wave propagation, the thermal shock formation, and the tem
perature resonance under frequency excitations, for example, 
are pertinent to the wave theory. The traditional thermal wave 
model is believed to be suitable for capturing small-scale re
sponse in time. Through the correlation to the microscopic 
two-step model, Eqs. (15), (16), (19), and (20), we see that the 
dual-phase-lag concept in Eq. (17) or (18) might capture some 
small-scale response in space as well. While high-rate heating 
gradually becomes a major concern in modern industries, this 
finding is fairly encouraging for the continuous development 
of such a generalized phase-lag concept. At this point, unfor
tunately, there exists no precise criterion dictating which model 
should be intrigued under what time rate of temperature in
crease. Roughly speaking in the time frame, it seems that 
diffusion behavior comes first, the wave behavior follows and 
then the phonon-electron interaction comes into the picture 
should the response time continuously decrease. In the absence 
of a quantitative criterion, various research emphasizing dif
ferent aspects of the thermal wave behavior is to reveal the 
physical phenomena to be expected should the heating-rate 
continue to increase. 

Within the framework of the thermal wave theory, full ex
pansions into the nonlinear regimes of r (refer to Eqs. (7) and 
(18)) are possible. However, it is our opinion that finding the 
engineering environment in which the thermal wave behavior 
is illuminative by the linear theory and searching for more 
experimental evidences for the wave behavior in heat conduc
tion are the two most important challenges to the researchers 
in the field. A significant breakthrough, for example, would 
be the establishment of an engineering table for the thermal 
wave speed in engineering materials. The resonance frequency 
in relation to the thermal wave speed and the thermal shock 
angle in relation to the permanent damage induced in solids 
reflect this attempt well. 
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Application of a Complex Nusselt 
Number to Heat Transfer During 
Compression and Expansion 
Heat transfer during compression and'expansion can be out of phase with bulk gas-
wall temperature difference. An ordinary convective heat transfer model is incapable 
of predicting this phenomenon. Expressions for compression/expansion heat transfer 
developed from simple conduction models use a complex heat transfer coefficient. 
Thus, heat flux consists of one part proportional to temperature difference plus a 
second part proportional to rate of change of temperature. Surface-averaged heat 
flux was calculated from experimental pressure-volume data for piston-cylinder gas 
springs over a range of speeds, pressures, gases, and geometries. The complex Nusselt 
number model proved capable of correlating both magnitude and phase of the 
measured heat transfer as functions of an oscillation Peclet number. 

Introduction 
An understanding of in-cylinder heat transfer is essential to 

accurate performance predictions for internal combustion en
gines, compressors, and other reciprocating machines. These 
heat transfer processes have been studied since the 1920s, and 
the complexity and sophistication of their modeling has steadily 
increased. Modern heat transfer models account for many 
details of fluid motion, flame propagation, and cylinder ge
ometry. Almost all models, however, base the convective part 
of the heat transfer on Newton's law of convection, which 
states that heat flux is proportional to bulk gas-wall temper
ature difference. What is often overlooked is that Newton's 
law is an engineering approximation, good for typical con
vective heat transfer situations where the temperature gradient 
at the wall is proportional to the bulk gas-wall temperature 
difference. 

During compression and expansion this proportionality no 
longer holds. An example is easy to visualize: When an engine 
piston is at top center position the center gas is very hot, while 
the gas in the boundary layer is cooled to near wall temperature. 
As the piston moves down, work is extracted from all the gas, 
including the boundary layer gas. Early in the expansion the 
center gas is still much hotter than the wall, while the gas in 
the boundary layer is cooler than the wall. The temperature 
gradient at the wall is in the opposite direction from the bulk 
gas-wall temperature difference. Similar apparent anomalies 
occur elsewhere in the cycle. 

Measurements of heat transfer out of phase with the bulk 
gas-wall temperature difference are evidence of this behavior. 
As a consequence of'this phase shift, the conventional Nusselt 
number assumes zero, negative, and infinite values. Such ex
perimental results have been known for more than 25 years, 
but they have been largely ignored. All widely used in-cylinder 
heat transfer models assume that heat transfer follows New
ton's law. 

One possible reason that this flaw in Newton's law has been 
ignored is that there has been no adequate alternate formu
lation. This paper describes an extension of the law that allows 
modeling of phase shift between heat transfer and bulk gas-
wall temperature difference. 

Contributed by the Heat Transfer Division, this paper is a revised version of 
one presented as part of the International Symposium on Flows in Reciprocating 
IC Engines at the ASME Winter Annual Meeting, Chicago, Illinois, Nov. 28-
Dec! 2, 1989. Manuscript received by the Heat Transfer Division October 1992; 
revision received November 1993. Keywords: Transient and Unsteady Heat 
Transfer. Associate Technical Editor: R. J. Simoneau. 

Background 
As far as the authors are aware, the first attempt to address 

this problem was the theoretical work of Pfriem (1943). Pfriem 
modeled the cylinder space with a one-dimensional energy 
equation in which convection was neglected: 

dT dfT 
_ _ = a 
dt 

1 
dx2 pcp 

dp 
dt 

(1) 

The equation was solved with the distance between walls con
stant and a constant (i.e., density variations neglected) for a 
sinusoidal pressure variation. In order to account for the effects 
of turbulent convection, the space was divided into two regions: 
a boundary layer near the wall where convection was entirely 
neglected and a turbulent core where mixing was assumed to 
result in uniform temperature. The method of complex tem
perature, often used in periodic conduction problems, was used 
to solve the equation. The driving function was a complex 
pressure rather than a complex temperature or heat flux. The 
result was an expression for a complex heat transfer coefficient, 
the ratio of complex heat flux to complex temperature differ
ence: 

Nuc = Z>*0-
1 - 2 S ^ -r-siKl + e-2**) 

( l - e - 5 ( f + svKl-e-26T 
(2) 

where 

Nuc = complex Nusselt number based on Dh 
5 = laminar boundary layer thickness 
s = volume/area (1/4 Dh) turbulent core 
t = {l + i)yf2Pe~JDh 

Peu = oscillation Peclet number = uD2
h/4a. 

This complex Nusselt number was based on the difference 
between the wall temperature and the turbulent core temper
ature rather than gas mixed mean temperature. 

Pfriem's analysis predicted that at small Pew heat transfer 
would be in phase with bulk gas-wall temperature difference, 
while at large Pew it would lead that temperature difference 
by 45 deg. At large Peu the real and imaginary parts of Nuc 
were equal and proportional to PelJ2. No experimental data 
were presented to support the analysis, and the use of Nuc in 
predicting in-cylinder heat transfer was not made clear. 

Overbye et al. (1961) presented results of surface thermo
couple heat flux measurements on fired and unfired spark-
ignition engines. These tests confirmed Pfriem's prediction that 
heat transfer would be out of phase with bulk gas-wall tem
perature difference. Ordinary heat transfer coefficient took on 
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zero, negative, and infinite values. In order to explain these 
findings, Newton's law was abandoned. Heat flux was cor
related as a function of gas properties, pressure, velocity, ge
ometry, and intake manifold conditions. It was shown that 
the resulting expression could not be reduced to the form of 
Newton's law. 

Wendland (1968) made surface thermocouple heat flux 
measurements in a gas spring apparatus. These results, too, 
showed heat transfer phase shift and the inapplicability of 
Newton's law. The system was modeled by solving a one-
dimensional energy equation similar to Eq. (1) numerically, 
omitting turbulent convection but including the density and 
position variations that Pfriem had neglected. The resulting 
computer program qualitatively predicted Wendland's exper
imental results as well as those of Over bye et al. 

Annand and Pinfold (1980) reported surface thermocouple 
heat flux measurements in a motored compression-ignition 
engine. Heat transfer was found to be out of phase with bulk 
gas-wall temperature difference. Newton's law was not aban
doned, but rather was modified by correlating Nu not only as 
a function of Re, but as a function of AT and dT/dt as well. 
The result was 

Nu = 0.3Re° 1+0.27 
D df 

vAT dt 
(3) 

Here v was the local instantaneous velocity and Re was based 
on v. The diameter used in the expression and in the nondi-
mensional variables was cylinder diameter. The correlation did 
not very accurately predict the observed data over the full range 
of conditions, but it did predict the phase shift effect. 

Lee (1983) published the result of an analysis similar to that 
of Pfriem. He solved Eq. (1) with the same simplifying as
sumptions, but proposed that turbulence be modeled by using 
a turbulent thermal diffusivity in Pe^,. The resulting complex 
Nusselt number was 

Nuc = V 2 l ^ ^ f ^ , 
1 - tanh z/z 

(4) 

where 

z = (l+/)VPe</8 

This Nu, unlike Pfriem's, was based on the difference between 
wall temperature and gas mixed mean temperature. As in 
Pfriem's study, heat transfer was found to lead bulk gas-wall 
temperature difference by 45 deg at high Pe^,. The result was 
used to predict heat transfer related hysteresis loss for a gas 
spring, but its application to prediction of instantaneous heat 
transfer was not explained. 

The authors (Kornhauser and Smith, 1987) made measure
ments of gas-spring hysteresis loss and used the results to 
compare in-cylinder heat transfer expressions. While numerical 
solutions based on Newton's law correlations did not match 
the data, the expression developed by Lee predicted most re
sults well. The success of Lee's expression in predicting hys
teresis loss led to an interest in how a complex heat transfer 
expression could be applied. The upshot was this study. 

Application of the Complex Nusselt Number 
Newton's law of convection may be written with complex 

temperature, heat transfer, and Nusselt number: 

<7c = 7 r N u c ( r c - 7 w ) 

= 77 (Nu, + i Nu,) [(R(TC - T„) + tt(Tc- T„)] 

(5) 
Here the wall temperature is assumed constant, so it has no 

imaginary part. The real part of the heat transfer is 

«(<7c") = 7T {Nu,[(R(Tc) - Tw] - Nu,-3(rc)}. (6) 

For a sinusoidal temperature variation about a constant 
temperature T0: 

TC=(R(TC) + /3(Tc) =T0+Ta cos wt + iTa sin oit, 

and 

dTc —— = — u>Ta sm co/ + iwT„ cos co/. 
dt 

Thus 

3(TC) = 
co \ dt 

q = (R(gc ) = — Nu,[(R(rc) - Tw] + 
Dh I co 

1 d(R(Tc) 
co dt ' 

Nu,- d<R(Tc)~) 

iry 
and 

Q = Dh 
Nur(r-rlv) + 

NuidT 

co dt 

(7) 

(8) 

(9) 

(10) 

(11) 

where T = (R(TC). 
Considering that compression and expansion do work di

rectly on the fluid in contact with the wall, it is reasonable 
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that the heat flux should be a function of rate of change of 
temperature as well as temperature difference. Since a complex 
number can be specified either by real part and imaginary part 
or by magnitude and phase, this formulation should be capable 
of describing heat transfer out of phase with bulk gas-wall 
temperature difference. 

This heat transfer formulation was developed from con
duction theory, but it is consistent with the semi-empirical 
convective model of Annand and Pinfold, which can be put 
in the form 

k ' k dT 
q" = 0.3 - R e a 7 ( T - r j +0.081 -Re0 7-—. (12) 

It would not make sense to suppose that heat transfer in a 
highly turbulent fluid could be predicted from a pure con
duction model. It may be, however, that the complex Nusselt 
number model will provide a better means of correlating ex
perimental data on heat transfer during compression and 
expansion than the ordinary Newton's law model. 

Description of Experiments 
The apparatus used in these experiments was a modification 

and extension of that used by the authors previously (Korn-
hauser and Smith, 1987, 1993). The apparatus was constructed 
by building a gas-spring test section on top of an existing 
compressor base, the cylinder of the compressor acting as a 
crosshead. The test section consisted of a piston and cylinder 
with an adjustable flat head. The adjustable head made pos
sible various volume ratios. Two compressor bases, with dif
ferent strokes, and two test sections, with different bores, were 
used. By combining the various bases and test sections, dif
ferent bore/stroke ratios could be obtained. 

For some experiments the working space was provided with 
extended heat transfer surface in the form of evenly spaced, 
interlocking, concentric fins. Experiments were done with no 
fins, with one fin (on the piston), with three fins (one on the 
piston, two on the head), and with seven fins (four on the 
piston, three on the head). Fin length was such that the fins 
were almost fully engaged at top center position and slightly 
disengaged at bottom center position. 

Pressure was measured with a semiconductor strain gage 
pressure transducer mounted essentially flush with the cylinder 
head. Volume was calculated from the crank angle signal pro
vided by a 1200 count-per-turri optical encoder. During each 
cycle 150 pressure-volume data points were collected. 

Measurements were recorded as soon after apparatus startup 
as both speed and mean pressure became steady. The constant 
value of cyclic mean pressure indicated that the thermodynamic 
processes within the gas had reached cyclic equilibrium. The 
cylinder walls, however, had a much larger thermal time con
stant than the gas and were therefore still essentially uniformly 
at ambient temperature. (This was demonstrated by Faulkner 
(1983) in a similar apparatus equipped with wall thermocou
ples.) 

Instantaneous surface-averaged heat transfer and mixed 
mean gas temperature were calculated from the pressure, vol
ume, and time data. First, mixed-mean temperature and in
ternal energy were calculated from the data and the gas equation 
of state. Work was calculated directly from pressure and vol
ume, and heat transfer rate was then calculated from work, 
internal energy, time, and the first law of thermodynamics. 
The differentiation necessary to calculate heat transfer was 
done with a linear least-squares fit over five data points. Al
though data were collected for three cycles, all calculations 
were made from single-cycle data rather than from data av
eraged over the three cycles. Comparison of results for adjacent 
cycles showed that cycle-to-cycle variations were negligible. 
For the calculation of Nusselt number, walls and fins were 
assumed to be at ambient temperature. 

Originally the ideal gas equation with constant specific heat 
was used, but it gave some clearly erroneous results: On certain 
runs using nitrogen and argon temperature-entropy diagrams 
of the cycle showed higher entropy at top center than at bottom 
center. Examination showed that this anomaly was due to the 
inaccuracy of the ideal gas assumption. A two-coefficient virial 
equation of state, with constants selected to provide a good 
fit to tabulated data (Hilsenrath et al., 1960) for the range of 
experimental conditions, was then used. Specific heat was eval
uated from a quadratic fit to tabulated data. This equation of 
state was found to give results significantly different from the 
ideal gas law for all gases except helium. 

The baseline operating condition was with helium at bore/ 
stroke = 0.67, no fins, and volume ratio 2.0. At this baseline 
condition runs were made at speeds ranging from 0.034 Hz to 
16.8 Hz and mean pressures ranging from 100 kPa to 1800 
kPa. From the baseline case, the adjustable parameters were 
varied one at a time as follows: 

Gas: helium (baseline), hydrogen, nitrogen, and argon 
Fins: 0 (baseline), 1,3, and 7 
Bore/stroke: 0.67 (baseline), 0.42, and 1.23 
Volume ratio: 2.0 (baseline), 4.0, and 8.0. 

In each of these cases speed and pressure were varied over the 
widest range possible within the capabilities of the apparatus 
and instrumentation. The overall range of Pe„ based on hy
draulic diameter was roughly 0.06 to 40,000. 

Sources of error were examined. One important error source 
was in the calculated temperature and was due to the inaccuracy 
of the pressure measurements. The transducer used for the 
lowest pressure runs had an uncertainty {la from best-fit quad
ratic) of 0.59 kPa. This corresponded to a temperature error 
of 1.8 K for the lowest mean cycle pressure. Since the most 
nearly isothermal run had a measured temperature swing of 
only 1.7 K, this error was large enough to make the data from 
this run very unreliable. For higher mean pressures and wider 
temperature swings, however, the accuracy was adequate: For 
the highest pressure, largest temperature swing case the un
certainty amounted to 0.31 K over a temperature swing of 230 
K. The results of the runs with the smallest temperature swings 
have been discarded; the lowest temperature swing of any run 
reported here is 16 K. 

Another important error source was in the surface area used 
for heat flux calculations. In calculating heat flux, the surface 
area of the "top land crevice" (the gap between the cylinder 
wall, the piston sidewall, and the seal) was neglected. The 
length of this crevice was made equal to the stroke in order 
to avoid frictional heating of the cylinder wall, so its surface 
area was large. For most operating conditions the neglect of 
this area was justified because the mass of gas within the crevice 
was small compared to the total mass, and this gas could be 
assumed to remain uniformly at wall temperature. For the 
worst baseline case, assuming that the open cylinder space was 
adiabatic and the crevice was isothermal, the gap contained 
1.36 percent of the gas at top center. At high volume ratios, 
however, the neglect was not well justified. For the worst rv 
= 8.0 case the crevice contained 12.6 percent of the gas at top 
center. It is clear that the effect of the crevice must be con
sidered when evaluating the data at high rv. 

A potentially important error source was phase lag between 
• the pressure and volume measurements, since it is heat transfer 
that causes the pressure change to lead the volume change. 
The lags, however, in pressure transducers, shaft position 
transducer, and electronics totaled less than 1/10 degree of 
crank angle at maximum speed, small enough that they did 
not affect results appreciably. 

The number of data points per cycle, 150, was lower than 
usual for internal combustion engine work, but because there 
was no combustion pressure changes were much less rapid. 
Simulations showed that the error in heat transfer rate intro-
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Fig. 2 Nuc versus Pe„, baseline conditions. Approximate mean pressure 
shown, a - 0.8-17 Hz at each pressure. 

duced by numerical differentiation ranged from 0.2 percent 
of maximum rate for the most nearly isothermal baseline case 
to 4 percent of maximum rate for the most nearly adiabatic 
baseline case. 

The use of pressure-volume measurements to calculate cyl
inder heat transfer had advantages relative to the traditional 
method based on surface temperature measurement. The sur
face temperature method is the only useful one for a fired 
engine, since the mass of gas, the gas properties, and the heat 
release rate during combustion are not precisely known. It has 
the disadvantage, for our purposes, of measuring only local 
heat fluxes, which may not be representative of the heat trans
fer over the entire cylinder and piston surface, and are much 
more subject to cycle-to-cycle variations. From pressure and 
volume measurements the only assumptions needed to calculate 
overall heat transfer are that pressure is uniform over the space, 
that the gas equation of state is correct, and that gas internal 
energy is approximately linear with temperature. These are 
certainly as valid as the assumptions associated with the surface 
temperature method. 

One disadvantage of the pressure-volume method of heat 
transfer measurement was its sensitivity to instrument noise. 
To calculate the heat transfer it was necessary to differentiate 
the pressure and volume signals, thus magnifying any noise. 
In addition, at high oscillation Peclet number the heat transfer 
was a small difference between two large numbers (the work 
and the change in internal energy), causing further noise mag
nification. In designing the instrumentation, care was taken 
to minimize noise. While many runs showed relatively low 
noise, the high-speed runs with low heat transfer, such as the 
one shown in Fig. 1, displayed considerable noise. 

Results 
Measurements confirmed that heat transfer was out of phase 

with bulk gas-wall temperature difference and that Newton's 
law of convection was therefore inapplicable. Figure 1 shows 
the result of applying it to a typical run. As previous inves
tigators found, Nusselt number became negative and infinite 
at various places in the cycle. 

Since Newton's law was inapplicable, the heat transfer data 
were correlated based on the complex Nusselt number as used 
in Eq. (11). Nur and Nu, based on hydraulic diameter were 
plotted against Pe„, the independent variable suggested by both 
Pfriem's and Lee's work. Since at least two q" -AT-dT/ 
dt points are needed to determine Nuc for a given.Peu, the 
following procedure was used: For each run a least-squares 
technique was used to determine an Nuc, constant over the 
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Fig. 3 Nu„ versus Pe„, gas comparison. H2, He, N2, and Ar; r, = 2.0, 
D/L = 0.67, no fins. 

run, which would best fit the data for that run. This Nuc was 
then plotted against mean Pe^ for the run (based on time mean 
pressure, time mean volume, and hydraulic diameter at time-
mean volume). 

Figure 2 shows the results at baseline conditions. The non-
dimensional variables correlated the results well. At high Pe„ 
the real and imaginary parts of Nuc were equal, indicating heat 
flux leading AT by 45 deg. At low Pê , the real part was much 
larger than the imaginary part, indicating that heat flux was 
almost in phase with AT. These results were as expected from 
the conduction-based theories. In the range 10<Pe„< 100 the 
correlation broke down somewhat. High-pressure, low-speed 
runs showed a larger real part and a smaller imaginary part 
than low-pressure, high-speed runs at the same Pe„. The high-
pressure, low-speed runs thus had a smaller heat transfer phase 
shift. In measurements of gas spring hysteresis loss, the authors 
(Kornhauser and Smith, 1987, 1993) found that their loss cor
relation broke down in the same region. 

Figure 3 compares the results of runs made with various 
gases. The results for the four gases are the same at high and 
low Peu, but at intermediate Pew the heavier gases show a much 
larger correlation breakdown. This may indicate that the 
breakdown is a compressibility effect. 

The results of runs made with various internal extended 
surfaces are compared in Fig. 4. The results for different ge
ometries correlated well, indicating that the use of Pe^ based 
on Dh was effective in accounting for shape change. The break-
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down effect became smaller with one fin and disappeared al
together with three and seven. This may indicate that it is the 
result of a large-scale flow pattern, which the fins suppress. 

Figure 5 compares the results of runs made with different 
bore/stroke ratios. The nondimensional variables correlated 
the data well. The use of Peu based on Dh was effective in 

accounting for the change in geometry. There appeared to be 
no significant difference between the correlated data for the 
various ratios. 

The results of runs with different volume ratios are compared 
in Fig. 6. The correlation appeared to fail, especially at high 
Pe„. This was initially attributed to the effect of the top land 
crevice at high volume ratio. The data were then re-analyzed 
assuming a worst-case crevice (gas in crevice at wall temper
ature, gas entering crevice at cylinder mixed mean tempera
ture). This analysis gave results that were very little different 
from the one that neglected the crevice area. There is evidently 
some effect related to volume ratio that is not accounted for 
in the correlation. Since only three volume ratios were tested 
and the basic physical reasons for the volume ratio effect were 
not understood, no effort was made to quantify the effect of 
volume ratio on complex Nusselt number. 

The data presented in Figs. 2-6 are presented in tabular 
form, with all relevant parameters, by Kornhauser (1989). The 
complete pressure-volume data set (some 225,000 data points) 
is available from the authors on magnetic media. 

Prediction of Complex Nusselt Number 
The data for the baseline case are compared with the pre

dictions of Pfriem, Annand and Pinfold, and Lee in Fig. 7. 
Pfriem's \p, s, and 5 were evaluated based on the cylinder 

geometry at midstroke and a laminar layer thickness 5 = 0ADh. 
The resulting curve fit the experimental data well qualitatively 
and fairly well quantitatively. Experimentation with different 
values of 8 made it evident that varying 8 as a function of Peu 
(which seems reasonable from theory) could improve the fit 
at low Peu, but not at high. 

In order to compare the Annand and Pinfold expression, 
approximations had to be made. Annand and Pinfold had 
used instantaneous mean gas density and local velocity for Re 
and v in Eq. (12); here time-mean density and mean piston 
velocity were used. Annand and Pinfold used a real heat trans
fer expression; it was converted to a complex expression by 
the same technique shown in Eqs. (5)-(ll). The result was 

Nuc = 0.3 Rea7+ f 0.25 ~ Re07);. (13) 

Here both Re and Nuc were based on cylinder, rather than 
hydraulic, diameter. This was corrected for in converting from 
Re to Pe„ for plotting the figure. 

Annand and Pinfold's expression was fairly close to the 
experimental data at high Peu, but did not predict the decrease 
in heat transfer phase shift as Pe^ decreased. 
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In the plot of Lee's expression no turbulent correction was 
made to the thermal diffusivity. Lee's expression fell closer to 
the data than that of Pfriem, but was inaccurate at high and 
low Peu. The effect of introducing a turbulent thermal dif
fusivity would be to shift the predicted curve to the right, 
which would make the fit worse. 

Most reciprocating machines operate in the high Pe„ region. 
There, according to both these experiments and theory, the 
real and imaginary parts of Nuc are approximately equal and 
have a power law relationship with Pe,,,. In an effort to obtain 
a useful expression for Nuc, the data for Pe^ > 100 for all 
cases at volume ratio 2.0 were plotted in Fig. 8. A least-squares 
fit, assuming Nu,. = Nu,-, was made to all the data on that 
plot, although at the low-Pe^ end Nur > Nu,- was evident. The 
result was 

Nur = Nu,- = 0.56(PeJ0-6 (14) 
The fitted line is shown in the figure. It represents the asymp
totic value of both real and imaginary parts of Nuc at high 
Peu. 

Since the experimental data at volume ratio 2.0 are predicted 
by analyses based on volume ratio approaching 1, one might 
deduce that the correlation given in Eq. (14) is good over the 
range 1 < r„ < 2. Additional experiments are desirable to 
verify this. Since only three volume ratios were tested and the 
physical reasons for the volume ratio effect were not under
stood, no effort was made to correlate the effect of volume 
ratio on complex Nusselt number at rv > 2. 

The use of expression (14) is demonstrated in Fig. 9. Al
though the Peu dependence was developed for cyclic mean 
values, here it was used to give instantaneous Nuc from in
stantaneous Pew (using instantaneous density and cyclic mean 
Dh). Heat flux is predicted well both in magnitude and in phase. 

Summary and Conclusions 
For the simple heat transfer situation in this experimental 

apparatus, where dT/dt is entirely due to compression and 
expansion and p and T are approximately sinusoidal: 

1 Heat transfer during compression and expansion is out of 
phase with bulk gas-wall temperature difference. Newton's 
law of convection is inadequate to describe this phenom
enon. 

2 Heat transfer out of phase with temperature difference can 
be described using a complex Nusselt number. Heat transfer 
is then expressed as the sum of one part proportional to 
temperature difference and another part proportional to 
rate of change of temperature (Eq. (11)). 

3 Nuc based on hydraulic diameter can be effectively cor
related against Pew based on hydraulic diameter. This cor
relation works over a wide range of conditions, but breaks 
down for open cylinders in the range 10 < Peu < 100 and 
fails as volume ratio becomes large. 

4 Heat transfer models based on conduction alone predict 
Nuc qualitatively. 

5 At high Pew, the experimental data are predicted fairly well 
by a power law expression. For rv = 2.0 this relationship 
is given by Eq. (14). 

The use of a complex Nusselt number extends Newton's law 
of convection into areas where it was not valid with a real 
Nusselt number. To those familiar with the presentation of 
periodic functions on the complex plane, its use gives a good 
grasp of the phase relationship between heat transfer and tem
perature. It would be possible to express the same information 
in terms of a real Nusselt number that is a function of AT and 
dT/dt, as in Eq. (3). The usefulness, however, of a Nusselt 
number or heat transfer coefficient is that it expresses the 
geometric and fluid mechanical aspects of a problem while the 
temperatures remain separate. The approach of Eq. (3) dis
cards this separation. In addition, the attempt to express the 
results in terms of a real Nusselt number masks the physics of 
the problem: Heat transfer during compression and expansion 
is not proportional to bulk gas-wall temperature difference. 
Work is done on fluid directly in contact with the wall, so a 
part of the heat transfer is in phase with the work, or dT/dt, 
rather than AT. 

All physical constants are real valued, but the use of complex 
variables for representing periodic physical phenomena is an 
old and widely accepted branch of applied mathematics. The 
analyses of Pfriem (1943) and Lee (1983) both make use of 
complex arithmetic in deriving expressions for in-cylinder heat 
transfer. The work presented here shows how, for nearly 
sinusoidal fluctuations, a real Eq. (11) can be used to predict 
heat transfer in terms of a complex Nusselt number. For more 
complicated transient conditions it may be both possible and 
desirable to perform analyses entirely in the complex plane, 
much as is now done in the analysis of AC circuits, control 
systems, acoustic waves, and electromagnetic waves. 

The complex Nusselt number heat transfer expression was 
developed based on conduction theory and tested with a simple 
one-node model, but it is not suggested that neglect of con
vection or of complex flow and turbulence effects is appro
priate to describing in-cylinder heat transfer. What is proposed 
is that sophisticated in-cylinder heat transfer models should 
attempt to predict heat transfer in the complex Nusselt number 
format, rather than in the ordinary Newton's law format. 
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Analysis of Heat Transfer and
Fluid Flow Through a Spirally
Fluted Tube Using a Porous
Substrate Approach
An innovative approach was opted for modeling the flow and heat transfer through
spirally fluted tubes. The model divided the flow domain into two regions. The
flutes were modeled as a porous substrate with direction-dependent permeabilities.
This enabled modeling the swirl component in the fluted tube. The properties of
the porous substrate such as its thickness, porosity, and ratio of the direction
dependent permeabilities were obtained from the geometry of the fluted tube. Ex
perimental data on laminar Nusselt numbers and friction factors for different types
of fluted tubes representing a broad range of flute geometry were available. Ex
perimental data from a few of the tubes tested were used to propose a relationship
between the permeability of the porous substrate and the flute parameters, partic
ularly the flute spacing. The governing equations were discretized using the Finite
Element Method. The model was verified and applied to the other tubes in the test
matrix. Very good agreement was found between the numerical predictions and the
experimental data.

1 Introduction
The design of high-performance thermal systems has stim

ulated considerable interest in developing techniques to im
prove heat transfer in heat exchanger systems. Incorporation
of these techniques can substantially improve the performance
of conventional heat exchangers resulting in energy and ma
terial savings. Augmentation methods that do not require ex
ternal power are classified as passive schemes (Bergles, 1985).
The passive schemes include techniques such as the use of
artificiallY roughened surfaces, extended surfaces, swirl flow
devices, inlet vortex generators, etc.

In the recent past, attention has been given to heat transfer
augmentation by means of spirally fluted tubes. These tubes
enhance convective heat transfer by introducing swirl into the
bulk flow and by disrupting the boundary layer at the tube
surface due to repeated changes in the surface geometry. A
picture of the spirally fluted tube used in the present work is
shown in Fig. 1. The parameters that are necessary to define
a spirally fluted geometry are the bore diameter, envelope
diameter, flute depth, pitch, and the helix angle (which is
related to the number of flute starts). These parameters are
also shown in Fig. 1. A change in any of these dimensions
affects the flow and heat transfer characteristics of the tube.

It is generally known that numerical methods are not as
readily used as are the experimental methods for predicting
the heat transfer and pressure drop performance for enhanced
heat exchanger tubes. There are only a limited number of
investigations in this area since the flow modeling becomes
extremely complex and limited due to multiple disruptions in
the geometry. The problem of fully developed, laminar and
turbulent, uniform property flow in a tube containing a twisted
tape was studied by Date (1974). The partial differential equa
tions of momentum and heat transfer were solved by Date by

'Present address: Process and Systems R&D, Praxair, Inc., Tonawanda, NY
14151.
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division December
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Fig. 1 Spirally fluted tube; geometry definition

adapting the numerical procedure of Gosman and Ideriah
(1972). Further, Date used a coordinate system in which the
angular coordinate was always measured from the surface of
the twisted tape, that is a rotating cylindrical polar coordinate
system. The computational results showed that significant sec-
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ondary velocities existed in the twisted duct, enhancing friction 
and heat transfer. 

Barba (1984) studied the fully developed laminar and tur
bulent flow inside spirally fluted tubes evolved by GA Tech
nologies. The flute geometry is considerably different in these 
tubes compared to the one shown in Fig. 1. Barba presented 
the results to optimize the flute geometry: the number of starts, 
size, angle, and profile of the tube. However, there was poor 
agreement between the predicted results and experimental data. 
Another important contribution in the area of numerical mod
eling came from the work of. Arman and Rabas (1991) in which 
pressure drops in heat exchanger tubes with transverse ribs 
were predicted. In these geometries the flow is characterized 
by boundary layer separation at the rib location and its sub
sequent reattachment downstream of the rib. The study placed 
particular emphasis on the turbulence modeling of this type 
of flow. Agreement with the experimental results was found 
to be good for a limited set of data. 

These studies suggest that numerical methods have not been 
as successful as are the experimental methods in the prediction 
of heat transfer and pressure drop enhancement. Furthermore, 
these numerical models are quite tedious in implementation 
and the required CPU time limits their applicability. As cited 
earlier, numerical models for predicting friction and heat trans
fer in enhanced surface used in most of the previous studies 
have relied on turbulence models (K-e model) or the algebraic 
stress models. The past numerical results were also quite dif
ferent from the experimental results. However, numerical 
modeling is definitely needed to predict heat transfer and pres
sure drop in enhanced tube geometries. In particular, exper
imental methods for enhanced tubes are costly and time 
consuming since the number of independent parameters that 
impact the flow field is rather extensive. The present method 
models the flute geometry using a porous substrate and derives 

Af = 

D = 
Da = 
Db = 
De = 
D0 = 

e = 

ef = 
eh = * 
e = 
F = 

FB = 
/ = 
h = 
K = 

k = 
L = 

AT/„ = 
m = 
N, = 

Nu = 
p* = 

* 
p = * 
Pe = 
Pr = 

r,6,z = 
R = 

Re = 

cross-sectional flow area through fluted 
section of the tube as defined in Eq. (1), 
m

2 

m 
tube diameter, m 
Darcy number = K/R2 

bore diameter, m 
envelope diameter, m 
volume-based fluted tube diameter, m 
flute depth (or height of the roughness 
element), m 
friction factor enhancement = f„/fs 

heat transfer enhancement = Nu„/Nu,s 
nondimensional flute depth = e/Dv 

a function used in expressing the inertial 
effects 
body force term 
friction factor = 2APDv/pV2L 
heat transfer coefficient, W/(m2K) 
permeability tensor for the porous me
dium 
thermal conductivity, W/(mK) 
tube length, m 
log-mean temperature difference, K 
mass flow rate, kg/s 
number of flute starts 
Nusselt number = h Dv/k 
flute pitch, m 
nondimensional flute pitch = p/Du 

nondimensional flute pitch = p/De 

Prandtl number = /i Cp/k 
cylindrical polar coordinates 
radius of the porous tube, m 
Reynolds number = p V DV/JX 

in a consistent fashion the constitutive relationship for perme
ability of the porous substrate based on just few experimental 
data. 

2 Modeling Theory 
It is easy to imagine the complexity involved in modeling 

the flow field inside a spirally fluted tube. The nature of the 
tube side flow was indicated to some extent by flow visual
ization studies carried out by Srinivasan (1993). It was inferred 
that the spiral flutes combine the function of a swirl flow device 
and that of a roughness element (or a turbulence promoter). 
The flutes introduce a swirling motion in the near-wall region 
of the flow. This swirl component is carried into the core region 
of the flow. Also the flutes can be imagined to be a series of 
small cavities and large-scale fluctuations in the core region 
of the flow can lead to ejection of the fluid from the cavities 
contributing to an increased level of turbulence. This was ob
served in the flow visualization studies as periodic bursts of 
fluid from the flute region into the core region. 

The present approach divides the flow through the fluted 
tubes into two principal domains: the flow through the flutes 
and flow through the open region of the tube. The flow region 
covered by the flutes is approximated by a porous layer. The 
porous layer will simulate the flow through the flute region 
by impacting the flow field in the open region in the same 
manner as the flutes do. The premise upon which this concept 
is based is presented below. 

Heat transfer and fluid flow over surfaces with an attached 
porous substrate has been studied in depth by Vafai and Thi-
yagaraja (1987) and Vafai and Kim (1990). A complete inves
tigation of the interface interactions between a fluid region 
and a saturated porous medium was provided by Vafai and 
Thiyagaraja (1987). The intricacies of the boundary layer in-

s = dimensionless radius of the open region 
(radius = sR) 

T = temperature, K or °C 
T„, = bulk mean temperature at a flow cross 

section, K 
Tw = tube wall temperature, K 
t„ = tube wall thickness, m 

[Ur], [Us], [Uz] = column vectors of velocity-element nod
al point unknowns 

V = flow velocity, m/s 
V = vector velocity 

V„ Vg, Vz = velocities in the r, 6, and z direction, 
m/s 

5 = porosity of the porous substrate 
0 = flute helix angle = tan~l(irDv0/Nsp), 

d e g 

d* = nondimensional flute helix angle = 0/90 
deg 

ix = dynamic viscosity, N s/m 
p = density, kg/m3 

AP = pressure drop, Pa 
AT = temperature difference, K 

Subscripts 
a = annulus, annulus-side, augmented 

eff = effective 
o = outside 
5 = smooth, solid 
t = tube, tube-side 

w = tube wall 
Others 

< > = denotes the local volume average of a 
quantity 
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Fluted Tube Equivalent Porous Tube 

Configuration Modeled 

Fig. 2 Porous tube equivalent of a fluted tube 

teractions at the interface on both the velocity and temperature 
fields were discussed in detail and theoretical solutions were 
obtained for the velocity and temperature distributions as well 
as the interface velocity and temperature. Studies by Vafai and 
Kim (1990) have revealed that porous substrates act as en
hancement elements. The cross mixing of the fluid inside the 
pores in the media is responsible for this enhancement. Thus 
if some property of the porous matrix could give rise to a swirl 
component of velocity, the flow through spirally fluted tubes 
can be simulated. Indeed, this action is possible by specifying 
direction-dependent permeabilities (6 and z) in the porous sub
strate. Figure 2 provides a sketch of a multistart fluted tube 
cross section and its equivalent tube with a porous substrate. 
The following steps further illustrate the procedure for mod
eling a spirally fluted tube as a tube with a porous substrate: 

• Bore diameter (Db): The bore diameter of the fluted tube 
that represents the clear flow area is related to the diameter 
of the open region of the tube with porous wall. 
• Envelope diameter (De): The envelope diameter of the spiral 
flutes is taken as the diameter of the porous tube (2R). 
• Flow area through the fluted tube: The total cross-sectional 
flow area through the fluted tube is given by: 

AJ=\D\ (1) 

where the volume-based diameter Dv is based on the actual 
volume measurement inside the fluted tube. Thus, the diameter 
Dv can be considered as an equivalent smooth tube diameter 
with a flow cross-sectional area as that of the fluted tube. 
Therefore, the flow area through flute region is calculated as: 

Afl = Af--AD\ (2) 

The porosity S of the porous substrate is then calculated as: 

5 = 4fl (3 ) 

\ (Dl-Dl) 

• Helix angle (0): The helix angle of the flute that determines 

the swirl velocity is related to the ratio of the porous substrate 
permeabilities in the angular and axial directions. Physically 
it is quite logical to relate the helix angle directly to the ratio 
of the porous substrate permeabilities: 

In addition, the velocity vector at the interface (porous and 
open region) is made to coincide with the flute helix angle. 
This point is discussed later. 
8 Pitch (p): The flute pitch p largely determines the overall 
resistance to flow. Thus, it is appropriate to relate the pitch 
to the permeability of the porous substrate. The correlation 
between the pitch and the permeability is determined from the 
experimental data. Part of this correlation can be inferred from 
previous correlations between the permeability and particle 
diameter, as discussed by Vafai (1984). 

3 Mathematical Formulation 
In Fig. 2, a schematic diagram of the circular tube of radius 

R with porous walls is shown. The surface of the tube facing 
outside is impermeable. It is maintained at constant temper
ature T„ in order to simulate the experimental conditions. The 
fluid flow inside the tube is divided between the porous sub
strate and the open (or the core) region. Hence, there is an 
intricate coupling between the flow and temperature fields in 
the two regions. The flow field in the channel is assumed to 
be fully developed. This assumption is more justified in en
hanced surfaces than it is in smooth tubes, for it has been 
shown by Ravigururajan and Bergles (1991) that the hydro-
dynamic entry length is shorter for these tubes. The fluid enters 
the tube with uniform temperature as it does under the ex
perimental conditions. 

The governing conservation equations for flow and tem
perature fields are written separately for the fluid and the 
porous region. For steady, incompressible flow in the fluid 
region the conservation of mass, momentum, and energy equa
tions are given by 

Fluid Region 
V ' F = 0 (5) 

P I A V K = - VP+ixV2V+FB (6) 

K'vr=-v!r (7) 
PCp 

Porous Region. The conservation equations for the porous 
region are based on the generalized flow model, which includes 
the effects of flow inertia as well as friction caused by mac
roscopic shear. These equations are described in rigorous detail 
by Vafai and Tien (1980, 1981) as well as by Tien and Vafai 
(1990). This generalized flow model is also known as the Brink-
man-Forchheimer-Darcy model. This model satisfies the phys
ically real no-slip condition on a solid boundary. The governing 
equations for the porous layer are (Vafai and Tien, 1980; Vafai, 
1984): 

y < K > = 0 (8) 

P< V)• V< V) = - V <P> + notV 2< V) 

-!±(V)-^L\{V)\{V)+FB (9) 

<K>.v<r>=— v2<r> (io) 
PCp 

In the above equations k^, /ieff are the effective thermal con
ductivity and viscosity of the porous medium. Taking /xeff = 
ii. has been found to provide good agreement with experimental 
data (Vafai and Thiyagaraja, 1987). The thermal conductivity 
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ke{{ is related to fluid and solid matrix properties by the fol
lowing: 

*eff = 6 * + ( l - 5 ) * J (11) 

where the subscript 5 refers to the solid matrix properties. It 
should be noted that the variables < V) and < T) are both 
volume-averaged quantities as described by Vafai and Tien 
(1981). Note also that the thermal dispersion term has been 
neglected in the energy equation, based on inference from the 
results of Sozen and Vafai (1993). 

Equations in the r-d-z Coordinate System. The flow field 
is analyzed over the region shown in Fig. 2. This represents a 
longitudinal part of the tube's cross section above the tube 
centerline. Flow is symmetric about the centerline. The solution 
domain is bounded on the outer surface by the tube wall. Thus, 
for this geometry it is convenient to use cylindrical polar co
ordinates (r, 6, z); the corresponding velocity components are 
then denoted by (Vn Ve, Vz). Assuming all quantities are 
independent of 6 (but velocity components Ve, Vz are nonzero) 
then the generalized equations within the porous substrate 
region, Eqs. (8)-(10) for fully developed flow (Vr = 0) reduce 
to Eqs. (12)-(16). For convenience, the symbol (v > is dropped 
from the following equations. 

Continuity 

dz 
z- = 0 

Radial Momentum (r-direction) 

/ r dr 

Axial Momentum (z-direction) 

A'eff dr2 r dr K7
 T 

F8 
V\V, 

dP 
' dz 

(12) 

(13) 

(14) 

Angular Momentum (8-direction) 

A'eff 
d'Ve 1 dVg 

dr2 r dr 
JL F8 

\VlVe + FB = 0 (15) 

It should be noted that the forcing function Fe is included 
in the ^-momentum equation to cause the porous layer/fluid 
core interface velocity vector to be in the 6 direction. The 
magnitude of Fg is determined iteratively and it depends on 
the helix angle of the flute and the permeability (Ke) in the 6 
direction. 

Energy. Neglecting conduction in the axial direction, the 
energy equation is reduced to: 

pcPVz 
dT 

dz = 
i a / dT 
r dr\ dr 

(16) 

As already noted, the equations above were written for the 
porous region using locally volume-averaged quantities. Note 
that, under fully developed conditions, these equations also 
apply for the fluid region, using the following limiting values: 

Kz=<* 

Ke=oo 

IMef{ = H (17) 

for 0 < r < 5 where 5 is the radius of the open (core region) 
of the tube. 

Boundary Conditions. The no-slip condition implies that 
the velocity vanishes on the wall and the temperature is constant 
on the wall. The velocity and temperature gradients vanish at 
the centerline of the channel. Thus, the boundary conditions 
necessary to complete the problem formulation are: 

at r = R->Vz, Ve, Vr = 0 and T=TW (18) 

„ 3 7 „ 
a t r = 0 - — = 0, 

dr dr 
-0, Ve = 0 (19) 

In addition to the boundary conditions given by Eqs. (18) and 
(19) the equations in the fluid and porous regions are coupled 
at the porous/fluid interface by the continuity requirements 
for the velocity, temperature, heat flux, and shear stress. This 
results in the following conditions: 

mr=,- = (T)r=1 

dT 
dr 

dT 
dr 

(20) 

( Vz, Ve)r=s~ = ( Vz, V6)r=s+ 

M 

dV, 
dr 

dVe 
dr 

= Meff dr 

dVt 
i"eff dr 

(21) 

In the derivation of the equations above it may be worth 
noting the following points: The porosity of the matrix was 
assumed to be constant and the buoyancy effects were neglected 
since the present study deals with forced convection in a tube 
with a porous substrate. 

4 Numerical Solution 
The mass, momentum, and energy equations in the fluid 

and porous regions were solved using the Galerkin-based Finite 
Element Method. The application of this scheme in the finite 
element program used in the present study is well documented 
(FIDAP, 1991). A brief description is provided here. 

Discretization. The obj ective of the Finite Element Method 
as in the Finite Difference Method is to reduce the system of 
governing equations into a discretized set of algebraic equa
tions. The procedure begins with the division of the continuum 
region of interest into a number of simply shaped regions called 
elements. Within each element, the velocity, pressure, and 
temperature fields are approximated by the following equa
tions: 

Vr=vT[Ur] 

Vz = <pT[Uz) 

Ve=<pT[Ue\ 

P=VT[P] 

T=eT[r\ (22) 

where <p, ¥ , 9 are the interpolation functions for velocity, 
pressure, and temperature, respectively, and are local functions 
of nodal coordinates for the element as well as the independent 
variables. The vectors [Ur], [Ue], [Uz], [P], and [T\ consist of 
the values of the respective variables at the nodes of the ele
ment. However, the same basis functions are employed for all 
components of the velocity and temperature. 

Substitution of these approximations into the field equations 
for continuity, momentum, and energy yields a set of equations 
for the residual error as given below: 

MV, Un Ue, UJ=Rt 

/ 2 ( p , * , e , U„ Ut,P, T)=R2 

Mr, 6, U„ Ue, UZ,T)=R3 (23) 

where R{, R2, and R3 are the residuals (errors) resulting from 
the use of the finite element approximations. The Galerkin 
form of the method of weighted residuals seeks to reduce these 
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errors to zero, in a weighted sense, by making the residuals 
orthogonal to the interpolation functions of each element (i.e., 
ip, ^ , G). These orthogonality conditions are expressed by the 
following inner products: 

\s<P.RldS = \s<p-fldS = Q 

\sV.R2dS=\s*-f2dS = 0 

l,O-R3dS = l£'fjdS = 0 (24) 

The manipulation of the above integrals results in matrix equa
tions for each element with the elemental nodal point un
knowns forming the column vector. The resulting matrix 
equation takes the following form: 

MV+KV=F (25) 
Here_K represents the column vector of the unknown vari

ables, M the mass terms in the field equations; K represents 
the diffusive terms for the momentum and the energy equa
tions; and F vector provides the forcing function for the system 
in terms of volume forces and surface forces (traction, heat 
flux). The matrix equations represent the discrete analog of 
the governing equations for an individual fluid element. The 
discrete representation of the entire continuum region of in
terest is obtained through an assemblage of elements such that 
interelement continuity of velocity and temperature is en
forced. 

Solution Procedure. The solution of the discretized equa
tions, Eq. (15), involves a nonlinear matrix system of equa
tions. Typically, the application of the Galerkin procedure to 
the steady-state Navier-Stokes equation results in a set of non
linear algebraic equations that may be represented in matrix 
form as: 

K(V)V=F (26) 

where K is the global system matrix, Fis the global vector of 
unknowns (velocities, temperatures, and pressures) and F is a 
vector that includes the effects of boundary conditions and 
body forces. Since, in the present problem, the buoyancy term 
in the momentum equation is not present, the momentum 
equation can be solved independently of the energy equation 
to obtain the velocity field. With this information in hand, the 
temperature field can be obtained from the energy equation. 
For large Reynolds numbers, the convective term in the energy 
equation becomes important and therefore the nonlinear char
acter of the equation assumes greater significance. This dictates 
the use of an iterative procedure to obtain a solution. The 
quasi-Newton method, which has been used extensively (En-
gleman et al., 1981) for two-dimensional problems, was used 
for the present case. This method yielded convergence for all 
the cases studied within prescribed errors (±0.005 for velocity). 
The linear solution (without the heat transfer convective terms) 
was used as the initial guess in the iterative process. 

The momentum equation was solved using a variable grid 
structure for accurate resolution of the porous substrate as 
well as the porous/fluid interface region. In particular the 
"compound interest grid" method in which each interval is a 
constant multiple of the preceding one was used. A factor of 
1.02 in the radial direction yielded finer mesh in the porous/ 
fluid interface and the porous substrate region. Since the prob
lem also took into account the thermal entry length (in order 
to simulate the experimental conditions) a variable grid was 
used in the axial direction of the tube similar to the one used 
in the radial direction, resulting in a very fine mesh near the 
channel entrance. This proved beneficial to capture the steep 
changes in the temperature field near the entrance. As the flow 
away from the entrance approaches the fully developed con
dition, a coarser grid was used downstream, saving compu
tational time. 

5 Results and Discussion 

Validity of the Numerical Scheme. The basic aspects of 
the numerical scheme discussed above were verified in several 
ways. First, our results were compared with those for the fully 
open tube and fully plugged (porous) tube (Bejan, 1984; Vafai 
and Tien, 1981) by varying the thickness of the porous substrate 
from zero to De/2. Identical results were found between our 
results and the standard ones in the literature (Bejan, 1984; 
Vafai and Tien, 1981). Next, the results of Poulikakos and 
Kazmierczak (1987) for flow through tubes partially filled with 
porous substrate were used for refinement of our comparisons. 
Among the important variables that affect the flow and tem
perature field for this comparison are the thickness of the 
porous region, the Darcy number, which is related to the 
permeability of the porous medium, and the ratio of the ef
fective thermal conductivity of the porous matrix to the thermal 
conductivity of the fluid medium. It was mentioned earlier 
that these variables are intimately connected with the geometric 
parameters of the flute that is being modeled. 

The effect of Darcy number on the flow field is illustrated 
in Fig. 3(a). These results correspond to the case where the 
thickness of the porous region near the wall equals 20 percent 
of the tube outer radius, i.e., s = 0.8. As seen in the figure 
the presence of porous matrix decreases the flow in the porous 
region. For Darcy numbers less than 10~5 there is negligible 
flow in the porous region. The figure also demonstrates the 
influence of Darcy number in affecting the flow through the 
open region (or core region) of the tube. The velocity profiles 
shown in Fig. 3(a) match quite well with the results of Pou
likakos and Kazmierczak (1987). 

The effect of the thickness of the porous region on the 
velocity profile is shown in Fig. 3(b). For these cases the Darcy 
number is fixed at 0.001. The thickness of the porous region 
is seen to have a strong influence on the velocity field in both 
the porous and open spaces. The results obtained from this 
study once again match very well with the results of Poulikakos 
and Kazmierczak (1987) with the differences being less than 1 
percent. 

Our numerical experimentation had demonstrated that the 
presence and the properties of porous matrix have a significant 
effect on the velocity field inside the tube. Since the heat 
transfer process is intimately connected with the velocity field, 
the Nusselt numbers are also expected to change. In addition, 
the effective thermal conductivity of the porous matrix, which 
can be presented as a weighted average (with porosity) of the 
thermal conductivity of the solid and fluid medium, is also 
expected to influence heat transfer. 

The dependence of Nusselt number on the Darcy number 
for a tube partially filled with porous medium is shown in Fig. 
4. This has been done for a fixed value of the porous layer 
thickness, namely s = 0.8. As the Darcy number increases, 
i.e., as the permeability increases, the flow in the tube ap
proaches that of a plain tube. This is because at large perme
abilities, the presence of porous matrix becomes less dominant 
and therefore the value of the Nusselt number approaches that 
of a plain tube. The results shown in Fig. 4 match quite well 
with the results of Poulikakos and Kazmierczak (1987). Table 
1 depicts the dependence of Nusselt number on the porous 
layer thickness at a fixed value of Da = 0.01 for the case of 
constant wall temperature. Nusselt number is found to decrease 
with an increase in the porous layer thickness for a fixed pres
sure gradient along the tube. This is because an increase in the 
porous layer thickness decreases the flow through the tube. 
As the flow in the tube decreases, the temperature of the fluid 
near the tube wall increases. This results in decreasing the 
temperature gradient and consequently the heat flux at the 
tube wall. Since the Nusselt number is defined as the ratio of 
the heat flux at the tube wall to the mean temperature differ
ence, it is found to decrease. Once again the results obtained 
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E 
Z 

3 
Z 

0.00001 0.0001 0.001 0.01 

Darcy Number 

0.1 

s 

0.5 

0.6 

0.8 

Nu (Present Model) 

2.405 

2.555 

3.173 

Nu (Poulikakos and 
Kazmlerczak, 1987) 

2.4 

2.5 

3.2 

Table 2 Tubes used in the experimental 

Tube 

1 

2 

3 

4 

Dex,103 D b x l 0 3 D v x l 0 3 p x l O 3 

20.29 14.83 15.67 23.44 

18.52 14.96 15.75 15.24 

26.64 14.20 14.78 60.96 

13.41 8.46 9.45 13.26 

investigation 

e x l O 3 

2.735 

1.786 

6.223 

2.483 

9 

37.35 

41.49 

39.87 

38.97 

OUTER SMOOTH TUBE 
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.UTEDTUBE 

T : TEMPERATURE SENSOl 
P : PRESSURE SENSOR 
„: SURFACE MOUNTED 

THERMOCOUPLES 
CONDENSATE 
( TO METERING AND DRAIN) 

Fig. 5 Schematic of test section 

are in close agreement with Poulikakos and Kazmierczak (1987). 
Finally, all of the numerical results obtained in the present 
investigation were rigorously shown to be independent of the 
number and type of elements. 

Experimental Data. Detailed experimental investigations 
(Srinivasan, 1993) to obtain friction factors and Nusselt num
bers were made on four fluted tubes listed in Table 2. The 
schematic of the test section is shown in Fig. 5. The test section 
for heat transfer tests, which was originally used by Garimella 
and Christensen (1993), was modified to include a desuper-
heating section and an after-condenser. Facilities were incor
porated to switch steam or hot water as the heating medium 
on the annulus side. The experiments were done with water as 
a fluid medium. The friction factor tests were done under 
isothermal conditions. The measured pressure drop data and 
flow rates were reduced to their corresponding friction factors 
and Reynolds number using the volume-based diameter as the 
characteristic length. The heat transfer experiments were done 
using steam as a heating medium. This ensured a constant wall 
temperature on the fluted tube surface. More details of the 
experiments and the errors associated with the experimental 
data can be found from Srinivasan (1993). 

The correlation between the flute parameters, particularly 
the pitch and the permeability of the porous substrate, was 
derived by performing parametric studies on a selected number 
of fluted tubes from the test matrix (Table 2). The applicability 
of this correlation is then checked for other tubes in the test 
matrix. The analysis involves the following steps: 

1 Select a Reynolds number in the laminar regime. It should 
be noted that the experimental data consist of the Reynolds 
numbers based on the volume-based diameter of the tube se
lected for analysis. In order to provide a common ground for 
comparison between the numerical results and the experimental 
data, the same definition of Reynolds number will be used. It 
is calculated using the following expression: 

Fig. 4 Nu versus Darcy number for the constant wall temperature case, 
s = 0.8 and fce„/k = 1 

Re = 
pVDv 

(27) 
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Table 3 Porous layer permeability derived from the porous substrate 
model 

Tube 

1 

2 

3 

e* 

0.175 

0.113 

0.421 

P* 

1.495 

0.968 

4.124 

e 
37 

41 

40 

Re 

534.1 

431.6 

475.5 

5 

0.288 

0.413 

0.101 

K z x l 0 ' 9 

510.9 

92.9 

706.1 

K e x l O 8 

390.2 

82.1 

592.7 

2 Using the standard analytical expressions, predict the plain 
tube pressure drop and friction factor for the above Reynolds 
number. Note that the friction factor is defined as: 

/ „ = 2 pV2L 
(28) 

In Eqs. (27) and (28), the velocity Fis an average value based 
on the volume-based diameter. 

3 Model the flutes as an equivalent porous layer using the 
procedure stated previously. The thickness and porosity of the 
porous substrate, the diameter of the open region, and the 
ratio of the direction-dependent permeabilities are defined 
based on Fig. 2 and Eqs. (3) and (4). 

4 Select the value of the permeability so that the predicted 
pressure drop and friction factor using the porous substrate 
model is equal to the experimental value for the selected Re. 
It should be noted once again that this Re is based on Dv. 

5 Concurrent with step (4), also select the value of the ex
ternal force term in the ^-momentum equation, such that the 
direction of the velocity vector at the porous/fluid interface 
is the same as that of the flute helix angle. 

6 With the known velocity profile, solve the energy equation 
assuming uniform temperature at the inlet. Calculate the Nus-
selt number, averaged over the entire tube length as in the 
experimental case. 

Fluted tubes 1,2, and 3 were selected for this analysis. These 
tubes represent a large range in the variation of the pitch 
parameter. The analysis yields the values for the porous sub
strate properties given in Table 3. 

Solution of the momentum equation at various other Reyn
olds numbers for tubes 1 and 2 using the values of porous 
parameters in Table 3 are shown in Figs. 6 and 7. The friction 
factor predicted by the porous substrate model matches re
markably well with the experimental results. From the exper
imental results it is seen that the friction factor enhancement 
is more pronounced at lower values of the Reynolds number. 
This is due to the increased circumferential stress encountered 
by the flow at low Reynolds numbers. Compared to flow at 
high Reynolds number the flow at low Reynolds numbers 
undergoes more rotations within the tube causing increased 
circumferential drag. It is interesting to note that our model 
is able to predict correctly the friction enhancement mechanism 
reflected in the experimental data. 

Extension of the numerical model to other tubes in the test 
matrix as well as to tubes not covered by the experiments will 
require an expression that relates the flute parameters (pitch 
and porosity) to the permeability of the porous substrate. Sim
ilar to the procedure described by Vafai and Tien (1980) and 
Vafai (1984), the permeability can be related to the flute pitch 
and porosity using the following constitutive functional form: 

Da =/(/>,) 
(1-oT 

(29) 

Based on the permeability obtained for tubes 1, 2, and 3, the 
following constitutive function is found to best correlate the 
nondimensional pitch with Darcy number: 

Da =(0.2795pe
3-0.2337) 

( 1 - 5 / 
(30) 

In the expression above, it should be noted that both the 
permeability (Darcy number) and the flute pitch are nondi-
mensionalized with respect to the envelope diameter (De). This 
was done mainly to conform the Darcy number in the above 
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Fig. 6 Prediction of friction factor for tube 1 using porous substrate 
model 
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Fig. 7 Prediction of friction factor for tube 2 using porous substrate 
model 

expression to the porous media literature. Using Eq. (30), the 
permeability Â  for tube 4 was determined as 5.11 X 10"8m2. 
Analysis of tube 4 with the numerical model yielded results as 
shown in Fig. 8. The predictions of the porous substrate model 
are in very good agreement with the experimental data. This 
further confirms the appropriateness of the present model. 

Typical velocity profiles in the z and 6 directions are shown 
in Figs. 9 and 10. These profiles are for tube 2 but are rep
resentative of the velocity distributions for all of the tubes. 

. The presence of porous layer is seen to affect flow velocities 
both in the porous as well as in the open regions. The d com
ponent of velocity in Fig. 10 shows that the fluid core is in a 
solid body rotation. Note that at the interface the direction of 
the velocity vector coincides with that of the flute helix angle. 
The value of Ve reaches a maximum within the porous substrate 
due to the no-slip condition at the wall, which introduces both 
axial and circumferential shear stress. Thus, the proposed nu
merical model is capable of capturing the main features of the 
flow structure. 
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Fig. 11 Prediction of Nusselt number for tube 1 using porous substrate 
model 

Solution of the energy equation for tubes 1 and 2 yields 
Nusselt numbers as shown in Figs. 11 and 12. In the same 
figures experimental laminar Nusselt numbers for the corre
sponding tubes were also plotted. The standard error was within 
10 to 15 percent. The presence of porous substrate shows 
enhancement in Nusselt number compared to a plain tube. In 
the experiments, the higher flute depth (assuming same flute 
profile) enables a larger fraction of the flow in swirling mode. 
The centrifuging action enhances heat transfer. Likewise, for 
flutes with higher depth the porous substrate thickness is higher, 
resulting in a higher Nusselt number. 

The effect of large ke{f/k in the porous matrix is seen in the 
temperature distribution presented in Fig. 13. Note the neg
ligible temperature drop in the porous matrix. For Reynolds 
numbers below 500 the predictions are in good agreement with 
the experimental data. At higher Re, the porous model has 
underpredicted the Nusselt numbers. This is because the tran
sition is initiated at a lower Reynolds number during heating. 

The transition Reynolds number obtained from the flow vis
ualization tests as well as the friction factor tests were based 
on isothermal conditions. The studies of Yampolsky et al. 
(1984) had shown that under heated conditions the density 
gradients in the near-wall region could be destabilizing, thus 
initiating early transition. The jump in the Nusselt number as 
soon as transition sets in is significant. Since the numerical 
model is based on the assumption that the flow is laminar it 
is not expected to predict Nusselt number in the transition 
regime. Therefore we need a turbulent model to predict the 
Nusselt numbers in the turbulent range. In the turbulent range 
the predictions also need to be improved by considering the 
dispersion effects. It is also possible that the swirling motion 
in the presence of density gradients (arising out of temperature 
variation in the radial direction) promotes convection in the 
radial direction. This is an additional (even though not a sig
nificant) enhancement mechanism reflected in the experimental 
data that causes the experimental data to lie above the model 
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predictions. Table 4 displays a sample of experimental data 
for both the friction factor and heat transfer enhancements 
for different Reynolds numbers and different tubes. 

6 Conclusions 
An innovative model for predicting the friction factor and 

heat transfer in spirally fluted tubes was presented. In this 
approach the flute region was modeled as a porous substrate 
with direction-dependent permeabilities. The modeling ap
proach adopted in the present study enabled the porous sub
strate to influence the flow field in much the same manner as 
the spiral flutes. The application of the numerical model even 
to some of the tubes not covered in the Darcy number con
stitutive relationship gave very good agreement with the ex
perimental results. The model presented in this work shows 
great promise and paves the way for future refinements and 
improvements to encompass various augmented tube config
urations. 

Table 4 Samples of experimental and numerical comparison of friction 
factor and heat transfer enhancement factors at different Reynolds num
bers and for different tubes 

Tube No. 

1 

1 

1 

1 

2 

2 

4 

4 

Re 

169 

300 

628 

1446 

332 

1151 

207 

621 

ef 

Experiment 

1.72 

1.6 

1.25 

1.24 

2.47 

1.48 

2.02 

1.84 

PSM 

1.68 

1.6 

1.25 

1.05 

1.85 

1.55 

2.22 

1.90 

Re ' 

120 

163 

200 

292 

130 

170 

200 

220 

=h 

Experiment 

1.3 

1.42 

1.34 

1.61 

1.4 

1.42 

1.34 

1.35 

PSM 

1.37 

1.39 

1.4 

1.42 

1.3 

1.32 

1.4 

1.4 

PSM = Porous Substrate Model 
ef = Friction Factor Enhancement 
eh = Heat Transfer Enhancement 
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Effect of Flow Angle-of-Attack on 
the Local Heat/iass Transfer 
From a Wall-Mounted Cube 
An experimental study of the local-mass transfer over the entire surface of a wall-
mounted cube is performed with a particular emphasis on the effects of flow angles-
of-attack (0 deg < a < 45 deg). In voking an analogy between heat transfer and mass 
transfer, the presently obtained mass transfer results can be transformed into their 
heat transfer counterparts. Reynolds number based on the cube height and mean 
free-stream velocity varies between 3.1 x 1& and 1.1 x 70s. To substantiate the 
mass transfer results, streakline patterns are visualized on the cube surfaces as well 
as the endwall using the oil-graphite technique. Significantly different flow regimes 
and local mass transfer characteristics are identified as the angle-of-attack varies. 
The overall convective transport is dominated by three-dimensional flow separation 
that includes multiple horseshoe vortex systems and an arch-shaped vortex wrapping 
around the rear portion of the cube. In addition to the local study, power correlations 
between the surface-resolved mass transfer Sherwood number and the Reynolds 
number are presented for all a values studied. Mass transfer averaged over the entire 
cube is compared with that of its two-dimensional counterpart with crossflow around 
a tall prism. 

Introduction 
Convective heat transfer over sharp-edged bluff bodies rep

resents one of the most challenging research issues involving 
flow separation. Such a problem is often encountered in many 
prominent engineering applications. For example, three-di
mensional roughness elements in the shapes of cube, diamond, 
and pyramid have long been considered for augmenting heat 
transfer from a heat-exchanger surface (Mantle, 1966). Similar 
transport phenomena may exist in cooling of electronic pack
ages and wind aerodynamics around buildings, although the 
approaching flow characteristics may vary .Since the mid-1980s, 
significant research efforts have focused on flow features and 
thermal transport from a two-dimensional, square, bluff body. 
Near the midsection of a tall prism (two-dimensional regime), 
in the absence of endwall effects, Igarashi (1985, 1986) has 
systematically studied the heat transfer from the surface under 
different flow and geometric conditions, including the effects 
of different flow angle-of-attack (a, see Fig. 1). Goldstein et 
al. (1990) obtained mass transfer distributions both in the 
midsection and near the prism-endwall region (three-dimen
sional regime). Recently, heat transfer with three-dimensional 
flow separation induced by a wall-mounted cubical obstacle 
has attracted significant interest. Olsen et al. (1989), Roeller 
et al. (1991), and Chyu and Natarajan (1991) have experi
mentally examined the heat transfer characteristics around sol
itary cubical structures of normal orientation; i.e., a = 0 deg 
relative to the mainstream direction. Due to the presence of 
the separated shear layer near the top of the cube, these results 
are significantly different from those in the two-dimensional 
case. According to Chyu and Natarajan (1991), for 3.1 x 104 

< Re < 1.1 x 105, heat transfer values from the front wall, 
the sidewalls, and the top wall are comparable to one another 
and are approximately 30 percent higher than that from the' 
rear wall. As a contrast, heat transfer from the rear wall is the 
highest among all the surfaces of a two-dimensional square 
prism. Such a feature is due to vigorous vortex shedding behind 
the obstacle (Igarashi, 1985, 1986; Goldstein et al., 1990). 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
1993; revision received September 1993. Keywords: Analog Techniques, Flow 
Separation, Forced Convection. Associate Technical Editor: T. W. Simon. 

Fig. 1 Cube coordinate system 

Previous studies of the effects of flow angle-of-attack on 
the transport phenomena around a sharp-edged bluff body are 
few, and the information available is mostly limited to two-
dimensional situations. Based on the flow nature near surface 
4 (see Fig. 1), Igarashi (1986) classified the flow patterns around 
the midsection of a tall prism into four different regimes. In 
his classification, "perfect separation" implies that the flow 
separating at the upstream-most edge of the prism does not 
reattach on any of the surfaces and the side surfaces are com
pletely engulfed in recirculating fluid. Depending on the angle-
of-attack, the separated flow may either be symmetric or asym
metric. If the separated flow reattaches on surface 4, the flow 
falls in the "reattachment flow" regime. Further, for large 
angles-of-attack, "wedge-flow" prevails with the flow literally 
gripping the entire front surfaces completely devoid of sepa
ration at the upstream-most edge. The four flow regimes are: 

(i) Perfect separation and symmetric flow, 0 deg < a < 5 
deg 
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O'i) Perfect separation and asymmetric flow, 5 deg < a < 13 
deg 

(///') Reattachment flow, 13 deg < a < 3 5 deg 
(iv) Wedge flow, 35 deg < a < 4 5 deg 

Each of these regimes has revealed distinct and profound fea
tures regarding the heat transfer from the prism surfaces. With 
this the case for two-dimensional regimes, it is speculated that 
the effects of flow angle-of-attack will also be significant for 
three-dimensional regimes where the body-endwall interaction 
is the dominating feature. To affirm such a speculation, the 
present study investigates the heat transfer from a wall-mounted 
cube with various orientations relative to the mainstream. 

Since the complexity of the flow around a wall-mounted 
cube is expected to induce highly nonuniform surface heat 
transfer, resolution using conventional thermal measurement 
techniques may be insufficient. Therefore the present study 
employs a mass transfer system using the naphthalene subli
mation technique. By invoking an analogy between heat trans
fer and mass transfer, the mass transfer results may be 
transformed into their heat transfer counterparts (Eckert, 
1976). As suggested by Goldstein et al. (1985), a local study 
is much more complex and difficult to perform than its area-
averaged counterparts. It generally requires a large number of 
data points, rapid data acquisition rate, and accurate posi
tioning capability. To fulfill these requirements, the present 
study uses a computer-controlled, naphthalene surface profile 
measurement system similar to that developed earlier by Chyu 
(1986). In addition to the local study, correlations for the 
surface-averaged mass transfer with Reynolds number and 
Schmidt number are presented for various flow angles-of-at-
tack. To corroborate the mass transfer experiments, near-wall 
streakline patterns are studied using the oil-graphite flow vis
ualization technique. 

The value of pVxW is evaluated using the naphthalene vapor 
pressure and temperature at the wall in conjunction with the 
ideal gas law. To determine the naphthalene vapor pressure at 
the wall, a third-degree correlation with Chebyshev polynomial 
interpolation as a function of temperature, as proposed by 
Ambrose et al. (1975), is used. Since the entire experimental 
system is maintained virtually isothermal, the naphthalene va
por concentration at the wall is uniform. To account for the 
minor fluctuations in the wall temperature during a test run, 
p„ilv is determined by time-averaging the naphthalene concen
tration values at the surface. Details of the measurement pro
cedures have been described by Goldstein et al. (1985) and 
Chyu (1986). 

The magnitude of mass transfer rate per unit area, m, in 
Eq. (3) is determined from measuring the change of surface 
elevation due to sublimation. The magnitude of m is related 
to the change of naphthalene surface elevation (Ay) during a 
test run-time (At); i.e., 

m = AypJAt (4) 

where ps is the density of solid naphthalene. Combining Eqs. 
(3) and (4) leads to 

K, = (psAy)/(pVyWAt) (5) 

The local mass transfer coefficient can further be transformed 
to its dimensionless counterpart, Sherwood number (Sh), de
fined as 

Sh = hmD/K (6) 

By analogy, the Sherwood number is related to the Nusselt 
number (Nu) of heat transfer, 

(Nu/Sh) = (Pr/Sc)" (7) 

According to Igarashi (1986), the power index n is approxi
mately 1/3. 

Heat and Mass Transfer Analogy 

The conventional heat transfer coefficient is defined as: 

h = g/(Tw-T00) (1) 

The corresponding mass transfer coefficient is given by: 

hm = m/(pVi„-pa)) (2) 

By analogy between heat transfer and mass transfer, the driving 
potential for heat transfer, (Tw-T„), is equivalent to that of 
the naphthalene concentration difference between the surface 
and the free stream, (p„jM,-po»). Since naphthalene vapor con
centration in the free stream is zero for the present case, Eq. 
(2) simplifies to 

hm = mAt/pVtW (3) 

Experimental Setup 
The experiments are performed in an open-loop, suction-

mode, wind tunnel with a test section 1.22 m long and 0.31 m 
square in cross section. A motor speed-controller permits con
tinuous air-speed variation up to approximately 70 m/s through 
the test section. Near the tunnel inlet, there are a series of 
filters, honeycombs, and a 16:1 contraction section for flow 
conditioning. An exhaust system guides the tunnel discharge 
out of the laboratory, ensuring the tunnel inlet air free of 
naphthalene. The test includes ten flow angles-of-attack: from 
0 deg to 45 deg, with a 5 deg increment. Change of angle is 
actually done by varying the cube orientation relative to the 
axial air stream direction in the wind tunnel. For each angle-

Nomenclature 

C[ = correlation coefficient, see 
Table 1 

C2 = correlation power index, see 
Table 1 

D = cube height 
h = heat transfer coefficient, 

Eq. (1) 
h,„ = naphthalene mass transfer 

coefficient, Eq. (2) 
m = mass transfer flux of 

naphthalene from surface 
K = naphthalene-air diffusion 

coefficient 
k = thermal conductivity 
n = power index 

Nu = Nusselt number = hD/k 
Pr = Prandtl number 
q = heat flux from wall 

Re = Reynolds number = UD/v 
Sc = naphthalene-air Schmidt 

number = v/D 
Sh = naphthalene mass transfer 

Sherwood number 
_ = hmD/K 
Sh = surface-resolved average 
__ Sherwood number 
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temperature of wall 
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= time 
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of-attack, four different Reynolds numbers, based on the cube 
height (Z? = 51 mm) and the free stream velocity, are studied: 
3.1 x 104,6.1 x 10 ,8.2 x 104, and 1.04 x 105. The turbulent 
boundary layer is tripped by a 3-mm steel wire located at the 
inlet of the test section. The upstream-most edge, i.e., the 
common edge of surfaces 1 and 4 of the test cube, is located 
approximately 0.48 m from the trip wire. The boundary layer 
thickness at this location, without the cube, is approximately 
12 to 15 mm (about 1/5 ~ 1/4 of cube height) for all the Reyn
olds numbers studied. Under the same conditions, the free 
stream turbulence intensity determined by a hot wire ane
mometer is about 0.3 percent. 

The cube, measured at 51 mm (2 in.) each side, is an assembly 
of six aluminum plates. Each plate is 6.4 mm thick. Five of 
these plates are exposed to the free stream and are coated with 
naphthalene; the sixth plate forms the mounting base. Several 
L-shaped brackets mounted inside the hollow cube are used to 
connect adjacent plates and ensure a tight fit. Two copper-
constantan thermocouples for measuring the naphthalene sur
face temperature are also routed through the cube inside. Except 
very near the edge, an approximately 3 mm recess is provided 
on each of the surfaces to facilitate coating of naphthalene. 
Near the edge on each of the surfaces, a 0.8-mm-wide aluminum 
strip is maintained. The purpose of maintaining these metallic 
edges is twofold. First, they provide reference points that are 
essential for the local mass transfer measurements (Goldstein 
et al., 1985). Second, a metallic edge helps to retain a perfect 
cube configuration unaffected by the high naphthalene subli
mation rate near the corners. The trade-off is that the metallic 
section is mass transfer inactive, so the mass transfer boundary 
is not perfectly continuous over the entire cube. However, this 
effect is considered to be insignificant since the edge width is 
less than 2 percent of the cube dimension. 

The present local mass transfer measurement uses a 21 x 
21 uniform grid of measurement points on each surface, which 
gives about 2 mm spacing between any two adjacent meas
urement points. In essence, each grid is equivalent to a heat 
flux gage on an isothermal surface. Prior to a profile meas
urement, all the surfaces are weighed individually on a high-
precision electronic balance (Sartorius 4001 MP), which has 
an accuracy of 1 microgram. This enables cross verification 
by comparison with the integral of the local data with the 
surface-resolved, average mass transfer. The agreement is 
within 7 percent, which assures the quality of the present ex
perimental system. The mass transfer active cube is exposed 
to the wind tunnel airstream for a period of 30 minutes during 
which thermocouple readings are recorded every three minutes. 
At the completion of the test, the cube is disassembled and 
the plates are weighed. This is followed by the post-test surface 
profile measurement. The difference of the two surface profiles 
measured before and after the wind exposure gives the local 
mass transfer distribution over a surface. Typical sublimation 
depth over the 30-minute test duration is in the order of 0.1 
mm. Based on the method of Kline and McClintock (1953), 
estimated uncertainty of the local Sherwood number is ap
proximately 5 percent. 

For flow visualization, a solid aluminum cube is used instead 
of the hollow cube. Oil mixed with fine graphite powder is 
brushed on white glossy paper sheets, which are affixed to the 
cube surfaces. The flow arranges a spatial variation of black-
to-white contrast, representing different levels of wall shear . 
stress and near-wall flow directions. A dark region where 
graphite powder accumulates typically implies low-speed zone 
or the existence of flow separation and recirculation. On the 
contrary, in a bright region, flow speed is relatively high or 
the flow may be reattaching. Since important flow features 
are often altered or destroyed as the cube is removed from the 
wind tunnel, post-run photos can be very misleading. Therefore 
sketches of streaklines based on in-tunnel observation are pre
sented. 

Arch-Shaped Vortex 

Wing-Tip Vorlices 

Fig. 2 Projected flowfield around a cube: (a) a = 0 deg; (b) a = 45 deg 

Results and Discussion 
Within the present test range, the trend of local mass transfer 

distributions as well as the flow characteristics is somewhat 
insensitive to the Reynolds number. Hence, to describe the 
local results and flow patterns, only the case of Re = 8.2 x 
104 is reported. In addition, to illustrate the effects of flow 
angle-of-attack on transport phenomena, four representative 
cases; i.e., a = 0 deg, 10 deg, 25 deg, and 45 deg are used. 
Figure 1 shows the coordinate system chosen for presentation. 
Note that the principal axes are aligned with the individual 
surfaces of the cube and each of the five cube surfaces are 
designated as 1,2, 3, 4, and top surface. 

Flow Characteristics. Figure 2 reveals qualitative flow pat
terns around a cube for orientations 0 deg and 45 deg, the 
only two symmetric cases of this study. The sketches are based 
on collective evidence from streakline patterns visualized on 
both the cube surface (Fig. 3) and the endwall (Fig. 4). There 
are two common flow features observed for both orientations: 
(1) multiple horseshoe vortices wrapping around the base re
gion, and (2) an "arch-shaped" vortex in the wake region 
behind a cube. These common features are expected to prevail 
for all cube orientations, since 0 deg and 45 deg are the two 
extreme cases in terms of a variation. The endwall flow pat
terns, to be discussed later, in Fig. 4 clearly confirm this ex
pectation. Because of the asymmetric nature and the lack of 
conclusive information for flow away from the wall, flow 
schematics similar to those shown in Fig. 2 are not attempted 
for the two intermediate cases, a = 10 and 25 deg. 

Further examination of flow sketches in Fig. 2 shows that 
the flow features atop the cube and around the sidewalls are 
significantly different between a = 0 deg and a = 45 deg. 
For a = 0 deg, the top surface is virtually engulfed in a 
separation bubble, which was initiated near the surface leading 
edge, whereas twin delta-wing-type vortices with span wise hel
ical motions are formed for a = 45 deg. The latter vortices 
are similar to those around airfoils with their leading edges 
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Fig. 4 Streakline patterns on endwall: (a) a 
(c) a = 25 deg; (d) a = 45 deg 

0 deg; (b) a = 10 deg; 

(c) a = 25» (d) a = 45° 

Fig. 3 Near-wall streakline patterns on cube surfaces: (a) a = 0 deg; 
{b) a = 10 deg; (c) a = 25 deg; (d) a = 45 deg 

inclined to the flow direction. Such flow features near the cube 
top agree well with those reported by Castro and Robins (1977) 
and Ogawa et al. (1983). Around the cube sidewalls, the ma
jority of the surfaces are enclosed in a reverse flow for a = 
0 deg. An intriguing phenomenon observed during the actual 
flow visualization is a strong unsteadiness with periodic burst
ings occurring near the lower upstream corner where the inner 
horseshoe vortex experiences a severe turn. The bursting fre
quency, which appears to increase with the Reynolds number, 
is about 1 to 2 hertz. As a sharp contrast, flow near the side 
surfaces for a = 45 deg is primarily steady and moves strictly 
forward, without separation. 

As mentioned earlier, Igarashi (1985) has classified different 
flow regimes around a two-dimensional square prism, based 
on the specific flow features adjacent to surface 4. Following 
the same approach, the three-dimensional effects expected to 
dominate in the present cube-endwall system can be realized 
by looking at the corresponding two-dimensional results. Ac
cording to the present flow visualization, the four distinctly 
different flow regimes are: 

(i) Perfect separation and symmetric flow, a = 0 deg 
(ii) Perfect separation and symmetric flow, 0 deg<a<14 

deg 
(Hi) Reattachment flow, 14 deg < a < 40 deg 
(iv) Wedge flow, 40 deg < a < 45 deg 

An interesting finding is that the transition between the flow 
regimes (ii) and (Hi) seems to occur at nearly the same values 
of a as seen for the two-dimensional case. However, the two 
classifications are substantially different for small flow angles-
of-attack and the transition from regime (i) to (ii). According 
to Igarashi (1985), perfect separation with symmetry prevails 
for 0 deg < a < 5 deg for the two-dimensional situation; 
whereas a slight angle deviation from the normal orientation 
(a = 0 deg) drastically destroys the flow symmetry around a 

cube. Part of the asymmetry is attributable to helical vorticity 
manifested atop the cube, which is nonexistent in its two-
dimensional counterpart. Such an asymmetric flow feature can 
be observed from the streakline patterns for a = 10 and 25 
deg, shown in Figs. 1(b) and 3(c). Evidence of asymmetry is 
also revealed in Figs. 4(b) and 4(c) as the separation line of 
the inner horseshoe vortex is skewed around the cube base. 
When 15 deg < a < 40 deg, besides asymmetry, flow separated 
from the upstream edge of surface 4 appears to reattach on 
the same surface downstream, hence the name "reattachment 
flow." A further increase in a, 40 deg < a < 45 deg, reveals 
a wedge-type behavior of the flow and the disappearance of 
separation from the common edge of surfaces 1 and 4. Flow 
adjacent to surface 4 moves steadfastly downstream showing 
typical wall-attached boundary layer characteristics. 

It is worthy of mentioning that the nature of the flow patterns 
around a wall-mounted cube may vary substantially with dif
ferent approaching-flow conditions; e.g., boundary layer 
thickness, level of free-stream turbulence, Reynolds number, 
etc. With the boundary layer thickness much greater than the 
cube size, which is typical for environmental flow around 
buildings, Paterka et al. (1985) reported that the reattachment 
flow regime prevails, even for the normal orientation a = 0 
deg. Hence the present flow classification may only be valid 
for situations with relatively thin boundary layers, as the 
boundary layer thickness measured in the wind tunnel is about 
1/4 to 1/3 of the cube height. 

Local Mass Transfer Distributions. The local mass transfer 
results, shown by contour plots of local Sherwood number 
(Sh) in Fig. 5, display features highly accordant with the near-
wall flow patterns. Since the influence of Reynolds number 
on the general trend of mass transfer distributions on all sur
faces is found to be rather insignificant within the present test 
range, only the case of Re = 8.2 x 104 is presented here. 

(1) a = 0 deg. Mass transfer around a cube positioned at 
. the normal orientation, a = 0 deg, was studied earlier by the 
present authors (Chyu and Natarajan, 1991). Virtually the 
same results have been obtained in the present tests, which 
provides confidence in the present data. For surface 1 (front 
wall), the radially outward moving streakline pattern revealed 
in Fig. 3(a) implies that a high pressure stagnation zone exists 
near the upper central region of the surface. The mass transfer 
in the stagnation zone is quite uniform and relatively low 
compared to the outer regions, as shown in Fig. 5(a). The 
stagnant flow accelerates radially out of this central zone and 
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(o) g ^ (d) j j 
Fig. 5 Local Sherwood number contours on cube surfaces: (a) a = 0 deg; (b) <* = 10 deg; (c) a = 25 deg; (d) a = 45 deg 

produces a substantial increase in mass transfer towards the , 1990). In the present study, such a multiple-vortex system seems 
edges. Below the central zone, the local mass transfer reaches to always exist for all the angles examined, 
a minimum at approximately y/D = 0.1 to 0.15. Farther below Except for the region near the leading edge, most of the side 
this local minimum, mass transfer rises sharply again toward surfaces are engulfed in a recirculation zone with the result 
the lower corner immediately adjacent to the endwall junction, that the mass transfer increases toward the downstream edges. 
According to Chyu and Natarajan (1991), this elevated mass Due to symmetry, the mass transfer contours for the surface 
transfer is attributable to a secondary, but intense, corner 4 are virtually identical to those of surface 2. An important 
vortex embedded underneath the primary vortex. A similar finding is that very high mass transfer exists near the upstream 
effect has also been reported for wall-mounted cylinders (Chyu lower corner where the flow, as described earlier, exhibits 
and Natarajan, 1991) and square prisms (Goldstein et al., periodic unsteadiness with low-frequency bursting. In addi-
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tion, according to flow visualization, the intense vortex re
sponsible for the mass transfer rise near the lower corner of 
the front wall turns sharply into this region. The presence of 
such a vortex may also contribute to the elevation of mass 
transfer here. The Sh distribution on the top surface displays 
perfect symmetry with respect to the mainstream direction (x 
axis). The mass transfer varies little-across the surface span (z 
direction). As a contrast, the magnitude of Sh increases con
tinuously along the streamwise direction. Such a trend is con
sistent with the flow visualization, which shows that the entire 
top surface is engulfed by .separated flow. 

Transport phenomena behind the cube, i.e., near surface 3, 
are strongly influenced by the arch-shaped vortex that is 
sketched in Figs. 2(a) and 4(a). Although the wake region is 
expected to suffer a significant momentum deficit, highly tur
bulent mixing prevails, which results in fairly uniform mass 
transfer over the surface. The relatively slow-moving fluid 
present in the vicinity induces lower Sh magnitudes than those 
of the other surfaces. It is important to recognize that, for a 
= 0 deg, the domain of influence of the arch-shaped vortex 
appears to lie only on the rear surface 3, whereas this is not 
the case when a ^ O deg. Evidence to be presented later reveals 
that the arch-shaped vortex may expand its domain of influence 
to both surfaces 2 and 3. 

(2) a =10 deg. As illustrated in Fig. 3(b), the surface 
streakline pattern for a = 10 deg is asymmetric. On surface 
1, this asymmetry occurs because the stagnant region due to 
impingement shifts slightly toward the upper right-hand corner 
(near junction of surface 1 and 4). Accordingly, the mass 
transfer Sh contours tilt slightly off the symmetric pattern, as 
shown in Fig. 5(b). The highest mass transfer over the entire 
surface 1 occurs near the upper right-hand corner near the 
most upstream part of the entire cube. Similar to the case of 
a = 0 deg, a local minimum in Sh occurs at approximately 
y/D = 0.1 to 0.15 near the lower corner. However, its actual 
local location shifts slightly toward the left-hand side near the 
junction of surfaces 1 and 2. Based on the values of Sh con
tours, the case with a = 10 deg apparently has a lower mass 
transfer averaged over the entire surface 1 than a = 0 deg. 

On the cube sidewalls, i.e., surfaces 2 and 4, one of the most 
significant features of the a = 10 deg flow is that mass transfer 
near the upstream lower corner is much lower than that of a 
— 0 deg. The periodic burst phenomenon that causes high 
mass transfer for a = 0 deg is hardly noted in the flow vis
ualization. According to Fig. 5(b), a 10-deg tilt produces an 
overall mass transfer decrease on surface 2 and, as a contrast, 
an increases on surface 4. This agrees well with the general 
behavior of heat or mass transfer with a boundary layer de
veloping on an inclined wall. Other than this, the general trend 
of local mass transfer distribution on both surfaces is quite 
similar to that of the a = 0 deg case. The value of Sh generally 
increases along the x direction, revealing the characteristics of 
recirculating flow adjacent to the surface. Also, Sh varies little 
across the height of the cube. 

Locating the cube at 10 deg off symmetry drastically alters 
transport behind the cube. As shown in Fig. 3(b), streakline 
patterns on surface 3 exhibit a distorted, arch-shaped vortex. 
The inclined upwash from the lower edge between surfaces 2 
and 3 colliding with the inclined downwash from the upper 
edge between the surfaces 3 and 4 implies a separation zone 
oriented diagonally across the surface. As a result, the surface 
mass transfer contours, shown in Fig. 5(b), also display a 
pattern of diagonal variation. However, the vortex-enhanced 
mixing behind the cube dominates, so that the values of Sh 
vary little over most of the surface. The evidence of a distorted 
arch-shaped vortex on the end wall can be seen in Fig. 4(b). 
Note that the vortex extends its domain of influence to the 
region downstream of surface 2 which, in essence, is one of 
the two sidewalls. Further examination of the four different 
endwall flow patterns exhibited in Figs. 4(a) to 4(d) suggests 

that this increasing trend of domain of influence continues as 
a increases. 

Similar to other surfaces, the 10 deg asymmetry greatly af
fects the transport features atop the cube. On the top surface, 
the inclination of the side-edge adjacent to surface 4 impels a 
helical, streamwise vortex superimposed on a shear layer, which 
has separated at the leading edge adjacent to surface 1. The 
downstream edge, which is mildly skewed, is also expected to 
induce a weak streamwise vortex. This combined vortex flow 
yields streakline pattern of counterclockwise rotation as viewed 
from the top of the cube, sketched in Fig. 3(b). The streamwise 
vortex generated near the common edge with surface 4 appears 
to be one of the primary sources for such a secondary flow 
pattern. The helical motion is expected to promote higher 
turbulence and entrain into the boundary layer atop the cube 
mainstream air, which is either free of, or less concentrated 
with, naphthalene. Consequently, mass transfer along the path 
of vortex development will be higher than that of other lo
cations. The maximum Sh over the entire top surface exists 
near the downstream corner, leaning to the side of surface 4 
where the vortex motion appears to reach the strongest level, 
as illustrated in Fig. 5(b). Overall, the magnitudes of Sh on 
the top surface are quite similar to those of surfaces 2 and 4. 

(3) a = 25 deg. Among the four cases reported, the cube 
with a 25 deg angle-of-attack induces the most pronounced 
asymmetry in flow pattern, Fig. 3(c), and mass transfer, Fig. 
5(c). The extent of asymmetry is much more distinct for sur
faces 2 and 4 and the top surface. The transport features on 
these surfaces are substantially different from their respective 
counterparts of the a = 10 deg case. On the other hand, 
surfaces 1 and 3 exhibit a relatively mild variation. Near the 
central portion of surface 1, a stagnant zone with somewhat 
uniform mass transfer remains evident. However, its location 
shifts more toward the upstream corner near the common edge 
adjacent to surface 4. In the lower part of the surface near the 
endwall junction, the effect of interaction of the corner vortex 
with impingement-induced downwash dominates. This results 
in a significant mass transfer variation in the region. 

Similar to the case of a = 10 deg, transport features behind 
the cube are dominated by the asymmetric or distorted arch-
shaped vortex. As revealed in Fig. 4(c), the distortion is so 
severe that the tracks of the two arch-columns down the end-
wall are notably different in size and are asymmetric. Com
paring the endwall streakline patterns, illustrated in Fig. 4, 
shows that an increase in a tends to move the arch-shaped 
vortex away from the cube. Hence its influence on the mass 
transfer from the nearby surfaces is expected to be lessened. 
However, even with such a diminishing effect, mass transfer 
on surface 3 still reveals a significant influence of the distorted 
vortex. A diagonal separation zone is formed due to a collision 
between an inclined upwash and an inclined downwash from 
two diagonally opposite corners. However, the separation ap
pears to shift more toward the lower edge of surfaces 2 and 
3, as compared to the a = 10 deg case. 

The mass transfer characteristics on surface 4 and the top 
surface show features that are distinctly from those of a = 0 
or 10 deg. The effect of reattachment on the mass transfer 
from surface 4 is clearly evidenced by the sharp rise in mass 
transfer near its upstream edge. Following reattachment, the 
mass transfer decreases monotonically downstream. As a direct 
result of the flow complexity, the Sh contours on the cube top 
surface display an unusual pattern. The oil streak flow visu
alization reveals that the flow pattern atop the cube is a com
bination of two different flow structures. The first is comprised 
of a recirculation bubble, which is typical for the a = 0 deg 
case and is shown in Fig. 2(a). The second is a helical flow 
motion driven by a delta-wing tip vortex, as displayed in Fig. 
2(b) for a = 45 deg. The local mass transfer distributions 
shown in Fig. 5(c) clearly indicate that this vortex aligns its 
helical path very close to the joint edge with surface 4. The 

Journal of Heat Transfer AUGUST 1994, Vol. 116/557 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



existence of such delta wing-tip vortices is expected to promote 
more effective mixing, hence the top surface overall has a 
higher mass transfer than all other surfaces. 

(4) a = 45 deg. As given in Fig. 5(d), the Sh contours 
display an excellent symmetry over all the five surfaces. On 
surfaces 1 and 4, the two "front" surfaces, mass transfer 
measurements reveal a dominance of the Wedge-flow behavior 
without flow reattachment. Accordingly, the local Sh attains 
its maximum near the upstream-most edge and then decreases 
in magnitude toward the downstream. However, such a de
creasing trend ceases near' the central portion of the surface 
where Sh reaches virtually a constant value (=300). This, in 
principle, agrees well with the notion that surface inclination 
in a windward fashion flattens the boundary layer and inhibits 
variation in transport along the streamwise direction. Similar 
behavior is observed for surface 4 at a = 10 deg. The local 
heat transfer reported for a two-dimensional prism (Igarashi, 
1985) also demonstrates such characteristics. Another signif
icant finding is that a relatively inactive mass transfer region 
exists in the lower part of the surface near the endwall junction. 
This is in a sharp contrast to the case of a = 0 deg, where 
the presence of a set of counterrotating, horseshoe vortices 
heightens the mass transfer in the corner region. Based on the 
endwall streakline pattern shown in Fig. 4(d), the horseshoe 
vortices have their paths moved relatively away from the cube 
and thereby are less influential in the cube vicinity as compared 
to the other cases. Near the endwall junction, both surfaces 1 
and 4 have a local minimum in mass transfer located near 
y/D = 0.10 and x/D ~ 0.5. Although the exact location may 
vary, this feature of minimum mass transfer is common to all 
the cases studied. 

Mass transfer on surface 2 and 3, both the "rear" surfaces 
for this case, is dominated by the arch-shaped or inverted "£/" 
vortex. Nevertheless, this vortex now conforms to the shape 
of a "W," as viewed from the top, shown in Fig. 4(d). The 
variation of mass transfer across the height of these surfaces 
becomes very prominent near the downstream-most edge of 
the cube. The Sherwood number generally increases from the 
upper corner of the upstream edge to the lower corner of the 
downstream edge, exhibiting a diagonally increasing trend. 
Note that the maximum mass transfer occurs at the lower part 
of the downstream edge where the W-shaped vortex appears 
to be in close contact with the cube surface. 

On the top surface, two symmetric bands of high mass trans
fer emanate from the upstream-most corner and spread down
stream. Compared to the streakline trace shown in 3(d), this 
phenomenon apparently is caused by the two delta wing-tip 
vortices. As portrayed in Fig. 2(b), these vortices, accompanied 
with helical motions, promote more effective mixing and en
hanced mass transfer along their paths. According to Fig. 5(d), 
the maximum Sh over the entire surface exists near the up
stream-most, leading corner, where the gradient of mass trans
fer variation is also the greatest. On the other hand, the lowest 
mass transfer occurs near the downstream-most corner. Based 
on the values of Sh contours, the top surface apparently has 
the highest mass transfer overall of the five exposed faces. 

Face-Averaged Mass Transfer. Figure 6 reveals the vari
ation of surface-averaged Sherwood number (Sh), normalized 
by the value of Sc1/3, with angle-of-attack at Re = 8.2 x 104. 
Note that the value of a lies between 0 and 45 deg with 5 deg • 
increments. Among the five participating surfaces, surface 4 
appears to have the strongest dependence of average mass 
transfer on the magnitude of a. This unique characteristic 
makes surface 4 the most rational site to characterize the flow 
regime around a cube for different flow angles-of-attack. Here, 
the value of Sh increases initially from a = 0 to 15 deg and 
then drops consistently from 15 to 45 deg. Note that the max
imum Sh at a = 15 deg coincides with the onset of the "reat
tachment flow" regime (i.e., 15 deg < a < 40 deg), as 

a 
O Surface 1; n Surface 2; A Surface 3; B Surface 4; O Top Surface 

Fig. 6 Face-resolved mass transfer with angle-of-attack 

categorized earlier. Reattachment is apparently responsible for 
such a mass transfer boost. Although the actual range of "reat
tachment flow" regime varies, similar observations have been 
reported for a two-dimensional prismjlgarashi, 1986). 

As a sharp contrast to surface 4, Sh for surface 1 and 3 is 
less sensitive to variation in angles-of-attack. On surface 1, 
this insensitivity is because the flow near the surface has similar 
features (viz., stagnation zone, horseshoe vortices) for the cases 
of various a. For surface 3, it is the persistent domination of 
the arch-shaped vortex over the entire range of a that is re
sponsible for the lack of sensitivity to a. In general, the average 
mass transfer rates for surfaces 1,_2, and 3 show a similar 
trend as a increases: A maximum Sh occurs at a = 0 deg, 
followed by a sharp decrease for 0 deg < a < 10 deg, and 
then levels off when 10 deg < a < 45 deg. Among these three 
surfaces, surface 2 has the highest maximum Sh at a = 0 deg 
and the most severe drop thereafter. This phenomenon can be 
closely linked to the fact that the unsteady bursting visualized 
near the upstream lower-corner diminishes with an increase in 
a. 

According to Fig. 6, Sh on the top surface also decreases 
for 0 deg < a < 10 deg. However, distinictly different from 
surfaces 1 to 3, the drop ceases at a = 10 deg and then increases 
monotonically with a until reaching a maximum at_a_ « 30 
deg. With a further increase in a, the magnitude of Sh levels 
off showing a minor decreasing trend. The minimum near a 
= 10 deg represents the onset influence of the delta-wing tip 
vortex which develops atop the cube. With this special flow 
feature, the value of Sh on the top surface surpasses those of 
the other surfaces when a > 25 deg. On the other hand, it is 
surface 4 that has the highest mass transfer among all the 
participating surfaces when a < 25 deg. Surfaces 1 to 3 gen
erally have lower mass transfer rates than surface 4 and the 
top surface. 

As is usually the case, the dependence of surface average 
mass transfer on the Reynolds number can be represented as 
a power-law correlation: i.e., Sh/Sc1/3 = C,Re^2. By analogy, 
the left-hand side of the correlation equals Nu/Prl/3 in heat 
transfer. Table 1 lists the values of C, and C2 for the partic
ipating surfaces. A positive power index, C2, implies that the 
extent of mass transfer as well as heat transfer increases with 
Reynolds number. According to the tabulated data, all faces 
have the weakest dependency (lowest C2) on the Reynolds 
number ata = 10 deg. In addition, among all five participating 
surfaces, surface 1 (front wall) has the weakest Re dependency. 
Despite difference in separated flowfields, this finding agrees 
favorably with its two-dimensional counterpart. Using a square 
prism in crossflow with 5.6 x 103 < Re < 5.6 x 104, Igarashi 
(1985) reported that the corresponding value for C2 is 1/2 for 
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Table 1 Average 

Angle 

""^---Constants 
SurfaceS-^-^.^ 

1 

2 

3 

4 

Top 

Overall 

mass transfer correlations for cube surfaces 

a = 0° 

Ci C2 

0.705 

0.200 

0.159 

0.226 

0.200 

0.278 

0.538 

0.666 

,0.661 

0.652 

0.657 

0.626 

a = 10° 

Ci C2 

0.795 

0.227 

0.272 

0.403 

0.314 

0.385 

0.511 

0.623 

0.596 

0.607 

0.609 

0.585 

a = 25° 

Ci C2 

0.222 

0.028 

0.026 

0.052 

0.046 

0.050 

0.616 

0.791 

0.794 

0.781 

0.789 

0.760 

a = 45° 

Ci C2 

0.177 

0.027 

0.028 

0.168 

0.082 

0.077 

0.637 

0.799 

0.797 

0.643 

0.745 

0.719 

surface 1 and 2/3 for the remaining surfaces. Also, these values 
remain unaltered as a varies. 

Extrapolating Igarashi's two-dimensional correlations to the 
present range of Reynolds number indicates that, except for 
surface 3, the cube generally has a higher surface-averaged 
mass (heat) transfer than the corresponding tall prism by ap
proximately 30 percent. The three-dimensional flowfield in
duced by the cube-endwall interaction apparently is the main 
cause for such a transport enhancement. This trend is com
pletely reversed from that of the mass transfer on surface 3, 
which is the rear surface when a = 0 deg, where a higher value 
is recorded for the prism. The difference is also about 30 
percent for all the attack angles. According to earlier studies 
by Igarashi (1985, 1986) and Goldstein et al. (1990), this is 
because of enhanced turbulent mixing accompanied by strong 
vortex shedding behind the obstacle. In fact, surface 3 always 
has the highest magnitude of surface-averaged transfer coef
ficient over the midsection of a tall prism. As illustrated in 
Fig. 6 and discussed earlier, it is surface 4 or the top surface 
that produces the highest mass transfer in the present case. 
This sharp contrast highlights one of the most significant dif
ferences in transport mechanisms between the two-dimensional 
and the three-dimensional flow separation induced by obstacles 
with a square cross section. 

Overall Average Mass Transfer. Correlated coefficient (d) 
and power index (C2) for the mass transfer averaged over the 
entire cube surface with different angles-of-attack are given in 
Table 1. Since the case with a = 10 deg has the smallest C2 
value, its overall mass transfer average is the least Reynolds 
number dependent. Compared to the extrapolated Igarashi's 
correlations (1985) for two-dimensional flow regime with a 
prism, the cube clearly has higher overall transfer coefficients 
than those of the prism for relatively small flow attack angles, 
say a = 0 and 10 deg. The difference is approximately 10 to 
20 percent. On the contrary, this trend reverses for a = 25 
and 45 deg. However, the difference is much less insignificant 
than that with a smaller a. 

Figure 7 reveals the variation of the overall mass transfer 
with angle-of-attack. The cube data shown here is a sample 
results for Re = 8.2 x 104, while the Reynolds number for 
the two-dimensional case (Igarashi, 1985) is 3.7 x 104. There
fore, to facilitate a rational comparison, each set of data is 
normalized by its corresponding values at a = 0 deg. While 
each case, as discussed earlier, inherits distinctly different flow 
and transport characteristics around the obstacle, the overall 
trends disclosed in Fig. 7 are quite similar. For the cube, a 
local minimum exists at a = 10 deg, and the corresponding 
local minimum for the two-dimensional prism is at approxi
mately the same orientation. Following this minimum, the 
overall transfer coefficient for both cases increases with a and 
reaches a local maximum at approximately a = 25 deg, before 
it declines again. For the two-dimensional case with a prism, 
such a local maximum at a = 25 deg is actually the absolute 

5 10 15 20 25 30 35 40 45 

a 
Fig. 7 Overall mass transfer variation with angle-of-attack 

maximum over the entire spectrum of a. On the other hand, 
the corresponding absolute maximum for the cube occurs when 
a = 0 deg. Note that the overall average transfer coefficient 
is much less sensitive to the variation of a for the three-di
mensional cube case than its two-dimensional counterpart. 

Conclusions 
The combined effects of angle-of-attack (0 deg < a < 45 

deg) and Reynolds number (3.1 x 104 < Re < 1.1 x 105) on 
both the local and the average mass transfer from a wall-
mounted cube are experimentally studied using the naphthalene 
sublimation technique. By analogy, the mass transfer results 
obtained here can be readily transformed to their heat transfer 
counterparts. In addition to the mass transfer study, important 
flow features are also visualized using the oil-graphite tech
nique. The main findings lead to the following conclusions: 

1 According to the present flow visualization, there are 
four different flow regimes depending on the flow angle-of-
attack: perfect separation and symmetric flow (a = 0 deg), 
perfect separation and asymmetric flow (0 deg < a < 14 deg), 
reattachment flow (14 deg < a < 40 deg), and wedge flow 
(40 deg < a < 45 deg). Compared to its two-dimensional 
counterpart with crossflow around a tall prism, the asymmetric 
flow regime for the present case with three-dimensional sep
arated flow appears to initiate at a smaller a value. 

2 Mass transfer from a surface is greatly affected by the 
flow in its vicinity. While details may vary with a, the following 
two common flow features are evident: the multiple horseshoe 
vortices around the cube base, and the arch-shaped vortex 
behind the cube. The latter generally implies uniform mixing 
and lower transfer coefficient. As the degree of asymmetry 
elevates with increasing a, a pair of wing-tip vortices develops 
atop the cube. Underneath these vortices on the top wall is a 
zone of very high mass transfer. Behind the cube, asymmetry 
distorts the arch-shaped vortex, which, in turn, produces a 
diagonal zone of high mass transfer rate over the leeward 
surfaces. Further, asymmetry also leads to shear layer reat
tachment on one sidewall. As expected, the reattachment pro
motes heat or mass transfer in the region. 

3 The values of Sherwood number averaged over each par
ticipating surface, or over the entire cube, increase with the 
Reynolds number. Depending on the angle-of-attack, either 
the top wall or one of the sidewalls subjected to a potential 
flow reattachment (surface 4) has the highest face-averaged 
mass transfer. This is in a sharp contrast to the two-dimensional 
case with a tall prism, where the back surface has the highest 
transfer coefficient. Compared to the remaining surfaces, the 
levels of mass transfer on these two faces are also the most 
sensitive to variations in a. 

4 Within the present testing range, the average mass trans
fer over the entire cube varies strongly with the flow angle-of-
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attack. The overall average Sherwood number reaches a local 
minimum near a = 10 deg, where a substantial level of asym
metry initiates the development of wing-tip type vortices atop 
the cube. Despite very different flowfield and transport mech
anisms, such a minimum also occurs in the two-dimensional 
case. For small flow attack angles, say a < 10 deg* overall 
average mass transfer from the entire cube is approximately 
10 to 20 percent higher than that of its two-dimensional coun
terpart. For a > 25 deg, this trend is reversed; the difference, 
however, is rather insignificant. 
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Leading Edge Film Cooling Heat 
Transfer Through One Row of 
Inclined Film Slots and Holes 
Including Mainstream Turbulence 

The effects of film opening shape and mainstream turbulence on the leading edge 
heat transfer coefficient and film effectiveness were experimentally investigated. The 
experiments were performed using test models with a semi-cylindrical leading edge 
and a flat afterbody. A bar grid (Tu = 5.07 percent) and a passive grid {Tu = 
9.67percent) produced two levels of mainstream turbulence. Two separate cases of 
one-row injection through film slots or holes located only at ± 15 deg or only at 
±40 deg from the stagnation line were studied for three blowing ratios of 0.4, 0.8, 
and 1.2 at the Reynolds number {ReD) of 100,000. The slots in each row were 
spaced three cross-sectional slot lengths (P = 31) apart, while the holes were spaced 
four holes diameters (P = 4d) apart. Both geometries had equal cross-sectional 
area and pitch. The results show that the leading edge heat transfer coefficient 
increases and the film effectiveness decreases with increasing blowing ratio; however, 
B = 0.8 provides the highest film effectiveness for the film hole with ±40 deg 
injection. The heat transfer coefficient increases and the film effectiveness decreases 
with increasing mainstream turbulence level. However, the mainstream turbulence 
effect on the film effectiveness is reduced as the blowing ratio is increased. Slot 
geometry provides better film cooling performance than the hole geometry for all 
test cases at the lowest blowing ratio of 0.4. However, at higher blowing ratios of 
0.8 and 1.2, the reverse is true for ±40 deg injection at mainstream turbulence of 
0.75 and 9.67 percent. 

Introduction 
Gas turbine engine performance is strongly influenced by 

turbine inlet temperature from a thermodynamic analysis. To 
obtain higher thermal efficiency, modern gas turbine engines 
are designed to operate at turbine inlet temperatures of 1400°-
1500°C, which are far above the melting points of metals. 
Therefore, highly sophisticated cooling techniques such as film 
cooling must be applied to maintain acceptable life and safety 
requirements. In film cooling, a cooler fluid is ejected onto 
the airfoil surface and forms a protective layer between the 
surface and hot mainstream gases. 

A gas turbine airfoil without film cooling is shown in Fig. 
1. The local convective heat flux without film holes, q'0' , is 
given by 

q£=h0(Ta,-Tw) (1) 
The local heat transfer coefficient without coolant injection is 
h0 and can be found by performing the heat transfer test with
out the film opening experiment. 

A gas turbine airfoil with film cooling is also shown in Fig. 
1. The local heat flux (q") is related to the local heat transfer 
coefficient h) and local wall temperature (Tw) by 

q"=h(Tf-Tw) (2) 

where 7} is the local film temperature (mixing temperature 
between hot mainstream gas and injected coolant). The local 
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heat transfer coefficient can be provided by performing the 
heat transfer test with film injection experiment. The film 
temperature is provided by a separate film cooling test exper
iment where local adiabatic film effectiveness (r;) is determined. 
The local adiabatic film effectiveness is a nondimensional film 
temperature as shown below: 

•T. 

V = 1 (3) 

where, depending on real gas turbine engine conditions, the 
hot mainstream (T^) and coolant (Tc) temperatures are given. 
The local film temperature 7}is readily obtained from Eq. (3) 
if the local adiabatic film effectiveness has been found from 
the film cooling test. The local heat flux with coolant injection 
can then be evaluated by substituting 7} into Eq. (2). 

The purpose of film cooling is to reduce heat transfer to the 
turbine airfoil compared with the non-film cooling case. It is 
necessary to compare the heat load with film cooling to that 
without film cooling. The heat load ratio is the ratio of local 
heat flux with film cooling to that without film holes. From 
Eqs. (1) and (2), the local heat load ratio is obtained as 

h Tf-T* 
h0 \Ta-Tv 

(4) 

With film cooling, the heat transfer coefficient increases due 
to the enhancement of turbulence intensity caused by the in
teraction between the mainstream and coolant flow. In Eq. 
(4), h is greater than h0; however, (7}~ Tw) for the film injection 
case is expected to be smaller than (T^- T„) for the non-film 
injection case because the film temperature is lower than the 

Journal of Heat Transfer AUGUST 1994, Vol. 116/561 

Copyright © 1994 by ASME
Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Internal Coolant 

Passages 

= h ( T f - T w ) 

Fig. 1 Film cooling concepts 

mainstream temperature. Therefore, one can expect a smaller 
local heat flux with film injection {q") than without film holes 
(qo). In other words, q"' /q„ is expected to be less than unity, 
which means that the heat load is reduced due to film injection. 
This also implies that better film cooling performance is shown 
by a lower heat load ratio. 

There have been many investigations on the heat transfer 
coefficient and/or film effectiveness on a circular cylinder at 
low mainstream turbulence intensities. Sasaki et al. (1976) stud
ied film coolant in the stagnation region of a circular cylinder 

with two rows of spanwise angled holes, one row at 15 deg 
and the other 45 deg from the stagnation line. They found 
that adiabatic film effectiveness downstream from the second 
row of holes increased with increasing blowing ratio until it 
reached optimum values of 0.5 to 0.6. They also reported that 
film effectiveness continually decreased as they further in
creased the blowing ratio. 

Luckey and L'Ecuyer (1981) and Bonnice and L'Ecuyer 
(1983) used a circular cylinder with one to five rows of spanwise 
injection holes .with various blowing ratios of 0-2.0. For a low 
mainstream turbulence intensity of about 0.5 percent and 
Reynolds number of 90,000, they found the surface heat flux 
varied in both spanwise and streamwise directions depending 
on the blowing ratio and injection geometry. 

Mick and Mayle (1988) used a blunt body with a semicircular 
leading edge and a flat afterbody to study the film effectiveness 
and heat transfer coefficient for secondary air through two 
rows of inclined holes into the stagnation region of an incident 
mainstream flow. They found film effectiveness near the in
jection holes was 0.7-0.8 and the heat transfer coefficients 
with film injection were three times higher than those without 
film holes. They also reported that blowing ratios of 0.38 and 
0.64 reduced the surface heat load while a blowing ratio of 
0.97 increased the heat load within the injection region. 

Kami and Goldstein (1990) used the naphthalene sublima
tion technique to study the effect of surface injection from a 
circular cylinder with one row of inclined holes on local mass 
transfer at a low mainstream turbulence intensity of 0.45 per
cent. They showed that the mass transfer distribution is ex
tremely sensitive to small changes in the injection hole location 
compared with stagnation for spanwise injection. 

Ou and Han (1992) studied the effect of high mainstream 
turbulence on leading edge film cooling and heat transfer 
through two rows of inclined film slots. They studied three 
blowing ratios of 0.4, 0.8, and 1.2 under high mainstream 
turbulence levels of 5.07-9.67 percent and at a Reynolds num
ber of 100,000. Their results showed that the heat transfer 
coefficient increased with increasing blowing ratio. The inter
mediate blowing ratio of 0.8 provided the highest film effec
tiveness for both low {Tu = 0.75 percent) and high {Tu and 

N o m e n c l a t u r e 

b = 

B = 

d 
D 

h = 

width of passive grid 
tubes 
blowing ratio (coolant-to-
mainstream mass flux 
ratio) = pcUc/{pa>Ux) 
film hole diameter 
leading edge (cylinder) 
diameter 
local convective heat 
transfer coefficient with 

_ film injection 
h0 (h0) = local (spanwise-averaged) 

convective heat transfer 
coefficient without film 
holes 
dissipation length scale 
cross-sectional length of 
film slot 
spanwise-averaged Nusselt 
number based on leading 
edge diameter (D) 
pitch of film slots/holes in 
a row in the spanwise di
rection 

q" [q") = local (spanwise-averaged) 
convective heat flux with 
film injection 

L" = 

N U n = 

P = 

ygen — 

<7rad 

Qo'iQo) 

Qo,cond 

Qo.rad 

ReD = 

T = 
1 aw 

Tc = 

Tu 

Tw 
T„ 

conduction heat loss flux 
with film injection 
generated surface heat 
flux with film injection 
radiation heat loss flux 
with film injection 
local (spanwise-averaged) 
convective heat flux with
out film holes 
conduction heat loss flux 
without film holes 
generated surface heat 
flux without film holes 
radiation heat loss flux 
without film holes 
Reynolds number based 
on U„, and D 
adiabatic wall temperature 
coolant temperature (in
jection flow temperature) 
film temperature 
streamwise turbulence in
tensity = {{u)2)xn/U 
local surface temperature 
mainstream or incident air 
temperature 

U = 

U„ = 

Uc = 

X = 

_z 

Pc 

<t> 

local time-mean stream-
wise velocity 
incident mainstream veloc
ity at X/b = 20 with no 
grid 
velocity of coolant (injec
tion) flow 
local streamwise fluctuat
ing velocity 
cross-sectional width of 
film slot 
axial distance measured 
from grid 
streamwise distance 
around test model circum
ference measured from the 
stagnation line 
spanwise distance 
local (spanwise-averaged) 
adiabatic film effective
ness 
density of mainstream 
flow 
density of coolant flow 
overall cooling effective
ness = {Ta-Tw)/ 
{T„-Tc) 

562/Vol . 116, AUGUST 1994 Transactions of the AS ME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Coolant 
Injection Slots 

Top Cover Plate 

Flat Sidewall 
Coolant 
Injection Holes "A-

,— Top Cover Plate 

. Flat Sidewall 

Section B-B 

Coolant Distributor 

Flat Sidewall 

Coolant Injection Slots (Holes) 

Section A-A 

= 2 Section A-A 

Fig. 2 Schematic of the leading edges with film slots and film holes and thermocouples 

9.67 percent) mainstream turbulence conditions. The leading 
edge heat transfer coefficient increased film effectiveness de
creased with increasing mainstream turbulence level for the 
low blowing ratio; however, the mainstream turbulence effect 
reduced for the high blowing ratio. 

This study focused on the effects of film opening shape (slot 
and hole) and mainstream turbulence on leading edge heat 
transfer coefficient and film effectiveness for flow over a blunt 
body with a semi-cylindrical leading edge and a flat afterbody. 
High mainstream turbulence was produced by a bar grid or 
passive grid. The main concerns were to: (1) find the effect of 
film opening shape on the heat transfer coefficient and film 
effectiveness distributions for injection openings located only 
at ± 15 deg or only at ± 40 deg from the stagnation line and 
(2) compare the film cooling performance between these two 
geometries. 

Test Apparatus and Instrumentation 
The low-speed wind tunnel and turbulence grids in the pres

ent study were shown and described by Ou (1991) and Ou and 
Han (1992). Figure 2 shows the test models of film slots and 
film holes, which simulate the leading edge of a gas turbine 
vane. Each test model was a blunt body with a semi-cylindrical 
leading edge and flat afterbody. The test model was made of 
wood to reduce the conduction effect. The semi-cylinder was 
15.2 cm in diameter and 25.4 cm in height. For ease of fab
rication, the film slots were designed so that in cross section 
each slot had a semicircle at both ends and a rectangle between. 
The cross-sectional slot length-to-width ratio (1.4 cm/0.71 cm) 
was two. The hole diameter was 1.07 cm. There were four slots 
or holes in each row. Each slot was spaced three cross-sectional 
slot lengths apart and each hole was spaced four hole diameters 
apart in the span wise direction. Both geometries had the same 

pitch and flow cross-sectional area, which implied that an equal 
amount of coolant was ejected for the same blowing ratio. 
Two separate cases of film injection were studied. (1) film slots 
(holes) only at ± 15 deg or (2) film slots (holes) only at ±40 
deg. All the slots or holes were inclined 30 and 90 deg to the 
surface in the spanwise and streamwise directions, respectively. 
The incident mainstream Reynolds number based on the cyl
inder diameter was about 100,000. The test models and thin 
foil-thermocouple technique are shown by Ou (1991) and Ou 
and Han (1992) for studies of two rows of film holes and slots, 
respectively. For tests of one-row injection at ±15 deg the 
film slots or holes at ±40 deg were plugged with silicon caulk 
and the surfaces made smooth and flush with the foil surface. 
The slots or holes at ±15 deg were treated in a similar way 
for the ±40 deg injection tests. 

The output of all thermocouples was read with a Fluke 2280A 
data logger. The measured temperatures were recorded by an , 
IBM personal computer that interfaced with the Fluke data 
logger. An auto-transformer provided constant heat flux gen
eration in the foils by maintaining constant voltage in the 
circuit. A Beckman digital multimeter and a Beckman AC 
current clamp measured circuit voltage and current, respec
tively. 

A pitot probe connected to a micromanometer set the desired 
, leading edge Reynolds number and constantly monitored the 
mainstream velocity during the experiment. The injection flow 
temperature was measured by averaging the readings of two 
thermocouples located in the plenum. A calibrated orifice 
meter in front of the heater measured the mass flow rate of 
injection flow. 

The measurements of streamwise velocity and turbulence 
intensity distributions using a calibrated, single hot-wire ane
mometer TSI IFA 100/200 were described in detail by Ou 
(1991) and Ou and Han (1992). 
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Test Conditions 
Before conducting heat transfer or film cooling tests, the 

flow symmetry was first confirmed by measuring the corre
sponding mainstream velocities on both sides of the test model. 
This ensured that the test model was centrally located in the 
test duct. The mainstream turbulence decay along the centerline 
for the no grid, bar grid, and passive grid was then found at 
ReD = 100,000. The distributions of mainstream turbulence 
were measured with a single hot-wire anemometer downstream 
for each grid. The minimum value of the turbulence intensity 
curve for each grid was quoted as the reference turbulence 
intensity for that particular grid. The reference turbulence 
intensities for the no grid, bar grid, and passive grid were 0.75, 
5.07, and 9.67 percent, respectively. All heat transfer and film 
cooling tests were performed under these reference turbulence 
intensities for the nominal blowing ratios of 0.4, 0.8, and 1.2. 
The injection mass flux was found by the incident mainstream 
velocity (£/„) and the desired blowing ratio. The required in
jection flow rate was obtained based on the total cross-sectional 
area of the film openings. The turbulence intensities at the 
film slots exit were 4-5, 6-9, and 22-30 percent for B - 0.4, 
0.8, and 1.2, respectively. They were 3-5, 7-12, and 25-30 
percent for the film hole case. 

The temperature of the injection flow for the heat transfer 
tests was about the same as that of the mainstream (24 °C). 
The ejected hot air was maintained at 49°C for the film heating 
tests. The density ratio of coolant to mainstream was 0.9 due 
to this temperature difference. The density ratio plays an im
portant role in affecting the film cooling performance. This 
study focused on the effect of high mainstream turbulence at 
a constant density ratio. 

Data Analysis 

Heat transfer tests for no film holes (smooth surface) were 
performed by supplying power to the thin foils to generate 
electric heat. The mainstream temperature was maintained at 
24 "C. This resulted in a higher local wall temperature than the 
mainstream temperature (TW>T„). The local heat transfer 
coefficient was calculated as follows by considering the con
duction and radiation heat loss fluxes in the test model: 

hn = : 
ffo.gen <?o,cond ffo.rad 

T - T ~ T ~~T 
•* W J 00 J IV -* OO 

(5) 

The heat flux generated by non-film holes was about 960 
W/m2. Heat loss tests were performed separately to find total 
heat loss flux from the test model for a no-mainstream-flow 
condition. The heat loss calibration was conducted by sup
plying power to the test model until steady state. This was 
done for several different power inputs to obtain the relation
ship between the total heat loss flux and the foil temperature. 
Local radiation heat loss flux was estimated using a foil em-
issivity of 0.22 at 45°C. The conduction heat loss flux could 
be estimated by knowing the total heat loss and radiation heat 
loss fluxes. The conduction heat loss flux to the surroundings 
was about 3 percent of the generated surface heat flux, while 
the radiation heat loss flux to the duct walls was about 10 
percent of the generated heat flux. Small heat conduction losses 
through the thin foil and tiny thermocouples were neglected 
in the calculations. 

A similar procedure was applied to the heat transfer tests 
with film injection. However, the injection flow temperature 
was maintained the same as that of the mainstream (Tf = T^). 
The local heat transfer coefficient was calculated as 

h--
T 
1 IV 

ffgen ffcond ffrad 

T -T 
J IV J Co 

(6) 

Similar heat loss tests were performed for the heat transfer 
tests with film injection to find total heat loss flux from the 
test model with film openings. 

A constant heat flux existed everywhere except on the foils 
with film openings. It was easy to calculate the uniform <7g"en 

for those foils without film openings. The surface heat flux 
generated for foils with film openings was nonuniform in both 
spanwise and streamwise directions. A detailed discussion about 
estimating this nonuniform heat flux was given by Mehendale 
and Han (1992). This method was also used by Mick and Mayle 
(1988). 

Film heating tests were performed by injecting hot air at 
49°C. The mainstream temperature was maintained at 24°C. 
This resulted in higher injection flow and film temperatures 
than the mainstream temperature (Tc>Ta>, Tf> To,). The test 
surface is initially assumed to be adiabatic since it is difficult 
to find the film temperature. Under this assumption there is 
no heat transfer at the surface and the local film temperature 
must be equal to the local adiabatic wall temperature (Tf= Ta„). 

Since the test surface was not perfectly adiabatic, some cor
rections had to be applied to the measured wall temperature, 
Tm to obtain the adiabatic film effectiveness. These corrections 
included the effect of heat transfer by conduction through the 
wood model (<7c'ond)> heat loss by radiation to the test duct 
walls, and the local heat transfer coefficient h with film in
jection calculated in Eq. (6) from the corresponding heat trans
fer tests. 

The film tests in the present study had heat conduction from 
inside the test model to the outer test surface for the locations 
in the leading edge region. In other words, there was a con
duction heat gain to be considered. This heat gain was eval
uated based on a one-dimensional conduction model. Note 
that thermocouple locations near the film openings received 
additional conduction gain from the hot air passing through 
the film openings. The values of these two conduction heat 
gains were used to estimate the total conduction heat gain for 

•W)._-.foas+ . v, A - iv 

• V N T 
t + $=i$===g 

Note Scaie Change -

IS 20 25 30 SO 90 120 150 

X/W 

Fig. 3 Effect of blowing ratio on spanwise-averaged distributions of 
Nusselt number through one row of film slots at (a) ±15 deg and 
(b) ±40 deg for Tu = 0.75 percent 
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the thermocouple locations near the film openings. The local 
adiabatic film effectiveness was then calculated by 

T 
Tf-T»_' 
T —T T — T 

• J oo 1 w 1 co Qx&d (Zcond 

Te 
(7) 

WTC-T„) 
The local film effectiveness and heat load ratio q"/q'0' were 

obtained as in Eqs. (3) and (4), respectively. Solving for 7} 
from Eq. (3) and substituting into Eq. (4), one obtains the 
local heat load ratio as 

(8) 

where <j) = (T^-T^/^T^-T,.) is the overall cooling effec
tiveness. Both the local heat transfer coefficient and adiabatic 
film effectiveness depend on stream wise and spanwise locations 
(x, z). With a constant value of the overall cooling effective
ness, 4>, spanwise-averaged heat load ratio q"(x)/q£(x) can be 
calculated using 

q" 
do 

h 

h0 

~Tm 

[T„ 

~TW t\{Ta,-Tc) 

-TW (r.-rw)J 
h 

h0 

1-1 
L * J 

g ' ( * ) _ l 
Qo(x) n 2 

h(x, zj) 
h0(x, z<) 

1 - v(x> z/) (9) 

where n is the number of thermocouples in a row to obtain 
the spanwise-averaged heat transfer coefficient and film ef
fectiveness. The value of 0 was about 0.5-0.6 for gas turbine 
components. By using Tx = 137re , Tw = 927°C, and Tc = 
649 °C, the overall cooling effectiveness in advanced gas turbine 
engines was estimated to be 0.61. T„ = 24°C, Tw = 37.8°C, 
and Tc = 49 °C was used for our test conditions and the overall 
cooling effectiveness estimate was 0.55. A value of 0.6 was 
used in the present study. The best film cooling design should 
minimize heat load as compared to the non-film heat transfer 
case. In other words, the spanwise-averaged heat load ratio 
should be less than unity and as small as possible. 

An uncertainty analysis based on the method of Kline and 
McClintock (1953) was carried out for both heat transfer coef
ficients with film injection and film effectiveness. Based on 95 
percent confidence levels and primarily due to the q£in estimate, 
the maximum uncertainty of the heat transfer coefficient was 
about 15 percent around the film openings and less than 5 
percent far downstream of the last thermocouple location on 
the flat side wall. The maximum uncertainty of the adiabatic 
film effectiveness is about 8 percent near the film openings 
and less than 5 percent far downstream of the flat side wall. 

Results and Discussions 
Non-film heat transfer tests were conducted on a smooth 

leading edge model to find h0 for the evaluation of heat load 
ratio. Detailed non-film heat transfer data were shown by 
Mehendale et al. (1991). 

The local streamwise mean velocity and turbulence intensity 
distributions along the centerline and right-side line for three 
mainstream turbulence conditions were shown and described 
by Ou (1991) and Ou and Han (1992). The dissipation length 
scales range from 0.6-1.0 cm for the bar grid and 1.3-1.5 cm 
for the passive grid along the centerline down to the location 
of minimum turbulence, where the reference turbulence inten
sities were quoted. The length scales were determined based on 
the method proposed by Hancock and Bradshaw (1983) and 
were calculated from the local streamwise mean and fluctuating 
velocity measurements as L"= -(u'2)3/2/(U-d(u)'2/dX). 

Figure 3 shows the heat transfer coefficient data for the low 
mainstream turbulence case (Tu = 0.75 percent) through one 
row of film slots at either ±15 deg or ±40 deg. Also shown 
for reference are the non-film data from the Mehendale et al. 
(1991) investigation and the published results of Mick and 
Mayle (1988). The three-arrow symbol represents the stream-
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wise location of injection slots. The spanwise-averaged heat 
transfer coefficients have been converted into the spanwise-
averaged Nusselt numbers normalized by a square root of the 
Reynolds number. The non-film heat transfer coefficient data 
of this study follow the published results for the no grid case. 
The non-film heat transfer coefficient decreases from the stag
nation line due to laminar boundary layer formation. It reaches 
a minimum at flow separation, (x/w « 17) and a maximum at 
flow reattachment (x/w « 20). Figure 3 suggests that the heat 
transfer coefficient increases with increasing blowing ratio for 
both injection cases. This is because a higher blowing ratio 
causes more interaction between injection flow and mainstream 
flow, which creates higher jet turbulence at the exit of the film 
slots as described earlier. The increase in the heat transfer 
coefficient is most severe immediately downstream from the 
row of film slots (peak region at x/w » 4 for ± 15 deg injection 
and 9 for ±40 deg injection). The heat transfer coefficients 
then decrease with x for all blowing ratios because the coolant 
is diluted by the mainstream. 

Figure 4 presents the spanwise-averaged film effectiveness 
data with one row of film slots for ±15 deg and one for ±40 
deg for the no grid (Tu = 0.75 percent). A higher blowing 
ratio under low mainstream turbulence conditions causes more 
penetration of injection flow into the mainstream and thus 
results in lower leading edge film effectiveness for one-row 
injection cases. The leading edge film effectiveness from ± 15 
deg injection is obviously much lower than from ±40 deg 
injection for the region downstream of ±40 deg row of slots. 
This is because the injection flow from the ±15 deg row has 
been diluted by the mainstream. Further comparison, which 
is based on the equal distance from the center of each row of 
slots in the stream wise direction, shows that the film effec
tiveness distributions from the ± 40 deg slots are higher than 

those from the ±15 deg. This is due to the growth of the 
mainstream boundary layer. The potential-flow velocity in
creases with the streamwise distance x from the stagnation line. 
The mainstream velocity at ±40 deg is greater than that at 
±15 deg. Thus, the higher mainstream velocity at ±40 deg 
readily deflects the injection flow back along the surface and 
arrests the injection flow from penetrating into the main
stream. 

Figure 5 shows the results of heat transfer coefficient and 
film effectiveness for the film holes under low mainstream 
turbulence conditions. Note that the two three-arrow symbols 
do not mean simultaneous two-row injection at ±15 deg and 
±40 deg. The first three-arrow symbol represents ±15 deg 
injection and the second one ±40 deg injection. This will also 
apply to the subsequent figures. The trend for a higher blowing 
ratio resulting in a higher heat transfer coefficient is similar 
to the slot geometry. However, the film effectiveness reaches 
the maximum value at B = 0.8 and the minimum value at B 
= 0.4. This is probably due to geometry effect. 

The effect of mainstream turbulence on heat transfer coef
ficient for the slot at ± 15 deg or ±40 deg for B = 0.4 and 
B = 1.2 is plotted in Fig. 6. As expected, both injections show 
the heat transfer coefficient increasing with increasing main
stream turbulence level. Figure 7 shows the results of heat 
transfer coefficient data for the film hole geometry at B = 
0.4 and B = 1.2. The figure also shows that, like the film 
slots, an increase in mainstream turbulence level increases the 
heat transfer coefficient for one row injection cases. 

Figure 8 shows the effect of mainstream turbulence on film 
effectiveness distributions through one row of film slots at 
±15 deg or ±40 deg for B = 0.4 and B = 1.2. Unlike the 
heat transfer coefficient, the film effectiveness decreases with 
increasing mainstream turbulence level for the lowest blowing 
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ratio of B = 0.4. As described earlier, the turbulence created 
by the injection flow at the exit of the film slots is 4-5 percent 
and 22-30 percent for blowing ratios B = 0.4 and B = 1/2, 
respectively. As a result, the higher mainstream turbulence 
disturbs the film layer and destroys the film coverage for the 
lowest blowing ratio of B = 0.4. However, the injection tur
bulence dominates the flow field at the highest blowing ratio 
of 1.2 and diminishes the effect of mainstream turbulence. 
This behavior has been shown by Ou and Han (1992) with the 
aid of liquid crystal thermal visualization. 

Figure 9 presents the film effectiveness data results for the 
film hole geometry at B = 0.4 and B = 1.2. The hole geometry 
shows similar effects of mainstream turbulence compared with 
the slot geometry for the corresponding injection case. Again, 
an increase in mainstream turbulence decreases the film ef
fectiveness at the lowest blowing ratio of 0.4. The mainstream 
turbulence effect diminishes considerably as the blowing ratio 
is increased to 1.2. 

Figure 10 shows a comparison of the spanwise-averaged heat 
load ratio between two geometries with one row of film open
ings for the low mainstream turbulence. The film cooling per
formance for both geometries for the ±15 deg injection 
decreases as the blowing ratio is increased. The 32 slot performs 
better than the Ad hole at B = 0.4. The 4c? hole gives better 
film cooling performance up to x/w « 8.5 at B = 0.8 and 
1.2. However, the reverse is true after that location. Unlike B 
= 0.4 and 0.8, the blowing ratio of 1.2 is not able to reduce 
heat load because q"' /q'o is greater than unity in several re
gions. Wadia and Nealy (1988) observed this phenomenon 
where heat load ratios greater than unity suggest equivalence 
by a negative Stanton number reduction parameter for blowing 
ratio greater than 1.0. The 32 slot for the ±40 deg injection 

performs best at B = 0.4 but occurs at B = 0.8 for the Ad 
hole. The 4c?-hole reduces more heat loads than the 31 slot at 
B = 0.8 and 1.2. It is reversed at B = 0.4. The 1.2 blowing 
ratio shows its capability in heat load reduction because higher 
mainstream velocity can deflect the injection flow and prevent 
excessive penetration into the mainstream. 

The results of the comparison of heat load ratio for the high 
mainstream turbulence are shown in Fig. 11. It shows that the 
differences of heat load ratio for all three blowing ratios de
crease under high mainstream turbulence conditions. This is 
because the denominator q„ (the spanwise-averaged heat flux 
without film openings) is larger at higher mainstream turbu
lence levels. It also shows that the heat load ratios at high 
mainstream turbulence are less than unity over most of the 
test surface, and that film cooling causes a significant reduction 
in the heat load ratio at the flow reattachment point for all 
blowing ratios and both injection cases. The 31 slot configu
ration for the ±15 deg injection performs better in the leading 
edge regions than the Ad hole at B = 0.4. Like the low main
stream turbulence case, the Ad hole reduces more heat loads 
up to the x/w « 8.5 than the 32 slot at B = 0.8 and 1.2. The 
reverse is true after that location. B = 0.4 provides the best 
performance for the 31 slot ±40 deg injection. However, B = 
0.8 performs best for the Ad hole. The 31 slot performs better 
than the Ad hole at B = 0.4 but is reversed at B = 1.2. All 
three blowing ratios can reduce the heat load. 

Table 1 shows the effect of mainstream turbulence on leading 
edge local heat transfer coefficient of 32 slot and 4c? hole's 
± 15 deg injection for B = 0.4. It is seen that high mainstream 
turbulence causes higher values of heat transfer coefficient at 
all locations. The 4c? hole produces higher heat transfer coef
ficients than the 32slot. No significant differences of variations 
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Table 1 Local Nu0 /(ReD)"2 of 3f slot and Ad hole at 
no grid and passive grid 
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in the spanwise direction is found for either geometry at low jection for B = 0.4. As described earlier, high mainstream 
and high mainstream turbulence levels (Tu = 0.75 and 9.67 turbulence, unlike the heat transfer coefficient, results in lower 
percent). local film effectiveness at every location. The variations in the 

Table 2 shows the effect of mainstream turbulence on leading streamwise and spanwise directions are significant for both 
edge local film effectiveness of both geometries' ± 15 deg in- geometries and mainstream turbulence levels. 
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Table 2 Local film effectiveness of 3( slot and 4dhole at ±15 deg injection and blowing ratio of 0 = 0.4 
for the no grid and passive grid 
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Concluding Remarks 
The heat transfer coefficient and film effectiveness with ± 15 

deg or ± 40 injection for film slots and film holes have been 
experimentally studied for flow over a blunt body with a semi-
cylinder and flat afterbody. The tests were conducted for three 
blowing ratios of 0.4, 0.8, and 1.2 at the incident mainstream 
Reynolds number of 100,000 for three mainstream turbulence 
intensities of 0.75, 5.07, and 9.67 percent. The major findings 
are: 

1 In general, the heat transfer coefficient increases and the 
film effectiveness decreases with increasing blowing ratio 
for all cases studied except that film effectiveness reaches 
the maximum at B = 0.8 for the ±40 deg injection of 
film hole geometry. 

2 The heat transfer coefficient increases with increasing 
mainstream turbulence level for all test cases at three 
studied blowing ratios. 

3 The film effectiveness decreases with increasing main
stream turbulence level at the lowest blowing ratio of 
0.4; however, the mainstream turbulence effect is re
duced at the highest blowing ratio of 1.2. 

4 The 31 slot geometry provides more heat load reduction 
than Ad hole geometry for all test cases at a blowing ratio 
of 0.4. However, at the higher blowing ratios of 0.8 and 
1.2, the reverse is true for ±40 deg injection at main
stream turbulences of 0.75 and 9.67 percent. 
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Corrective Heat Transfer to a 
Confined Impinging Array of Air 
Jets With Spent Air Exits 
This investigation has examined the influence of spent air exits located between the 
jets on the magnitude and uniformity of the local heat transfer coefficient for a 
confined 3x3 square array of axisymmetric air jets impinging normally to a heated 
surface. The heat transfer coefficient was measured using a 0,025-mm-thick stainless 
steel impingement surface coated with liquid crystals. The temperature distribution 
along the surface was determined by measuring the reflected wavelength of light 
from the liquid crystal with the use of bandpass filters and an electronic digitizer 
board. The effect of small nozzle-to-plate spacings (0.25 and 1.0 diameters) com
monly used in material processing applications was also considered. A verage Nusselt 
numbers are presented for a Reynolds number range of 3500 to 20,400 along with 
radial distributions of the local Nusselt number. The local Nusselt number distri
butions illustrate the uniformity of the convective heat transfer coefficient and 
contribute to understanding the variations in the magnitude of the average Nusselt 
number. Results have shown that the addition of spent air exits increased the con
vective heat transfer coefficient and changed the location of the optimal separation 
distance. In addition, significant enhancement of the uniformity and magnitude of 
the heat transfer coefficient was observed at the 0.25 and 1.0 jet diameter nozzle-
to-plate spacings when compared to a 6.0 diameter spacing. 

Introduction 
The heat transfer during materials processing and manu

facturing is enhanced through jet impingement for many dif
ferent applications, including the tempering and shaping of 
glass, the annealing of metal and plastic sheets, the cooling of 
turbine blades, and the drying of textiles, veneer, paper, and 
film materials. Rapid and uniform heating or cooling of the 
material is necessary to ensure material quality. The high heat 
and/or mass transfer rates that occur in the impingement re
gions of the jets result in high local transport coefficients. 
However, a disadvantage of impingement heating or cooling 
can be the nonuniformity of the heat flux distribution. Cross-
flow and adjacent jet interaction cause variations in the heat 
transfer performance of individual jets in an array, which can 
affect the quality and/or performance of the product (Martin, 
1977; Viskanta, 1993). Metzger and Korstad (1972), Obot and 
Trabold (1987) and others have shown that crossflow caused 
by the spent air exiting radially outward from the edges of the 
array decrease the magnitude and the uniformity of the heat 
transfer coefficient. The crossflow and adjacent jet interfer
ence degradation of the heat transfer coefficient can be min
imized by having the spent air exit through openings in the 
orifice plate, and the uniformity and magnitude of the con
vective coefficient are enhanced for the entire array. -With the 
possibility of a very large number of jet orifices in each array, 
the geometry of the spent air exit significantly affects the per
formance of the impinging jet array. To help ensure product 
quality and performance through large and uniform heat trans
fer coefficients, it is important to understand the heat transfer 
and fluid flow characteristics of impinging gaseous jet systems. 

Research during the past four decades on impinging gas jet 
heat transfer has led to a large body of literature. This literature 
has been reviewed by Livingood and Hrycak (1973), Martin 
(1977), Downs and James (1987), Jambunathan et al. (1992), 
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and Viskanta (1993). However, the majority of the publications 
deal with cool turbulent air jets impinging normally onto a 
heated flat plate at large nozzle-to-plate spacings (H/D>1) 
with or without crossflow. The available literature for axisym
metric impinging gas jet systems that is relevant to materials 
processing and manufacturing and not to gas turbine blade or 
electronic cooling is limited, with no known literature ad
dressing the issue of axisymmetric air jet arrays with spent air 
exits located between the jets and/or nozzle-to-plate spacings 
smaller than 0.5 diameters. However, Hollworth and Dagan 
(1980) did examine arrays of impinging jets with spent air 
removal through the impingement surface. They found that 
for arrays with staggered (not lined up with the jet orifices) 
spent air exit holes the heat transfer rates were 20 to 30 percent 
larger than for arrays with a crossflow spent air exit geometry. 
However, for many material processing and manufacturing 
applications it is not possible to have the spent air exit through 
the impingement surface. Thus, spent air removal through the 
jet orifice plate is required to avoid crossflow degradation of 
the heat transfer coefficient. Also, most laboratory investi
gations have utilized unconfined jet systems. Confinement can 
and does affect the heat transfer relative to unconfined jets 
through entrainment of ambient air and a different pressure 
distribution. Saad et al. (1992) recently examined confined slot 
jet arrays at large separation distances (H> 4 slot widths) with 
spent air exits located in the confinement surface relative to 
the drying of paper. They commented that heat transfer data 
obtained with unconfined jets cannot be used reliably for de
sign of confined jet systems, and, if spent air exits are not 
.located between the nozzles in the confinement surface, cross-
flow of spent air will have an adverse effect on impingement 
heat transfer. 

This paper examines the effect of the separation distance 
(H/D = 6, 1, 0.25), Reynolds number (3500-20,400), and the 
presence of spent air exits located between the jet orifices in 
the jet orifice plate on the local Nusselt number distributions 
for an axisymmetric confined air jet array. As previously men
tioned, the geometry of the spent air exit significantly affects 
both the uniformity and magnitude of the local heat transfer 
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Fig. 1 Schematic diagram of orifice plate with spent air exits and im
pingement surface 

coefficient, which, in turn, affects the product quality and 
performance. The knowledge gained from the local Nusselt 
number distributions is then used to understand the behavior 
of the observed average Nusselt numbers. The experimental 
data were also compared to the results of other investigators. 

Experimental Apparatus 
A thermochromatic liquid crystal technique was used to 

visualize and measure isotherms on the impingement surface. 
Ferguson (1968) discusses liquid crystals and their use in test
ing. Several researchers (den Ouden and Hoogendoorn, 1974; 
Goldstein and Timmers, 1982; Akino et al., 1989; Baughn et 
al., 1991) have used liquid crystals to determine the convective 
heat transfer coefficients for various flow geometries, den 
Ouden and Hoogendoorn, Goldstein and Timmers, and Baughn 
et al. selectively used a specific color to determine the surface 
temperature with human color sensation for jet impingement 
studies. This method involves a large amount of manual labor 
and relies on human color sensation, which varies between 
individuals. Therefore, it is subject to error and limited re
producibility. Akino et al. (1989) eliminated the uncertainty 
involved with human color sensation by using bandpass filters 
and a video imaging system to select specific wavelengths of 
reflected light and thus determine the surface temperature for 
flow along a flat plate with a short attached cylinder. This 
basic technique was adapted for use with the available equip
ment and employed to obtain the experimental data presented 
in this paper. 

The experimental apparatus (Fig. 1) was constructed to en
able a wide range of conditions and geometries to be examined. 
Before entering the experimental apparatus, the air is dried 
and filtered, while a combination of two turbine flow meters 
permits measurement of a large range of flow rates (i.e., Reyn
olds numbers). Then, after passing through the regulator, tur
bine flow meters, and heater, the dry air flows into the 
rectangular plenum chamber (25.4 cm wide, 25.4 cm deep, and 
36.2 cm high) and is calmed. About 100 mm from the top of 
the plenum the air flows through a stainless steel mesh screen 

Square-edged orifices 
(D = 6.35 mm) 

Unit cell for 
center jet 

Spent air exit holes 
(D = 7.94 mm) 

Fig. 2 Top view of the jet array orifice plate 

and a 51-mm-thick honeycomb flow straightener, which helps 
to ensure uniform flow from the jet orifices. The orifices are 
square-edged with a 1.5 l/D ratio and diameter of 6.35 mm. 
The inlet of each orifice was slightly rounded to ensure similar 
entrance conditions for each orifice. The orifice plate is 9.5 
mm thick and 254 mm square. Thermocouples inside the 
plenum monitor the air temperature. Because of the low Mach 
number (0.14 maximum) the plenum air temperature is vir
tually identical to the jet exit temperature (T/T0 = 0.9961 for 
isentropic flow at Mach = 0.14). Thus, the average plenum air 
temperature is used for the jet exit temperature. However, this 
assumption is one reason the uncertainty in the jet exit tem
perature is the largest source of uncertainty in the Nusselt 
number. 

An impingement surface similar to that shown in Fig. 1 was 
constructed to observe and measure the distribution of the 
convective heat transfer coefficient over the entire area of the 
surface for single and multiple isothermal jets. The impinge
ment surface was held in tension by compressed springs over 
a Lexan frame. The temperature measurements using liquid 
crystals provides information of the heat transfer coefficient 
distribution as well as its magnitude. Without the use of the 
liquid crystal it would be very difficult to obtain even rough 
estimates of the local heat transfer coefficient over an area of 
any substantial size. 

The jet orifice plate and plenum shown in Fig. 1 were 
mounted on a stand, which allowed vertical movement. To 
change the separation distance, the locking bolts were loosened 
and the plenum and orifice plate moved upward or downward 
with an attached screw jack. To ensure accurate spacing, alu
minum blocks were machined to within a ± 0.012 mm tolerance 
and used to check the spacing between the jet orifice plate and 
the impingement surface. 

For this study a 3 X 3 square isothermal jet array was used 
with a jet-to-jet spacing of six diameters (Xn/D=6). This jet 
spacing was recommended by Freidman and Mueller (1951) to 
reduce adjacent jet interference and maximize heat transfer 
over the surface. Martin (1977) also presents an optimum value 
of roughly 7 diameters for H/D = 5.4. Figure 2 illustrates the 
arrangement of the orifices and spent air exit holes on the 

Nomenclature 

Af = jet exit area to heat transfer 
area ratio = (TT/4)(D/X„)2 

D = jet diameter, m 
G = factor in Martin (1977) corre

lation 
H = distance from jet exit to im

pingement surface, m 
K = factor in Martin (1977) corre

lation 

k = 

I = 

M 
Nufl 

Vconv 

ReD 

thermal conductivity of air at 
jet exit, W/m-K 
thickness of the orifice plate, 
m 
mass flow rate of air, kg/s 
Nusselt number based on jet 
diameter =hD/k 
convective heat flux, W/m2 

Reynolds number based on 
jet diameter =4M/(xD/*) 

Jjet — 

T = 1 w 

xn = 

radial distance from stagna
tion point of jet, m 
jet exit temperature, K 
liquid crystal (impingement 
surface) temperature, K 
spacing between jets in a 
square array, m 
air viscosity at jet orifice exit, 
N-s/m2 

Journal of Heat Transfer AUGUST 1994, Vol. 116/571 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



orifice plate. The impingement surface and orifice plate are 
of sufficient size to eliminate end effects, and are open to the 
atmosphere on all four sides. Thus, when the spent air exit 
holes are closed, the spent air exits in a crossflow geometry 
from the four sides of the impingement surface. The spent air 
exit holes in the orifice plate access rectangular channels (9.5 
mm by 6.3 mm) machined through the length of the orifice 
plate. These channels vent the spent air to the atmosphere 
through the sides of the orifice plate. The unit cell (38.1 mm 
square) for the center jet is also shown. This unit cell is the 
total impingement surface area cooled by the center jet, and 
the ratio of the jet exit area to this surface area is the dimen-
sionless open area, A/. The experimental measurements were 
taken over the area of this unit cell for the center jet. The 
center jet is representative of each individual jet in an array 
without crossflow, which is not located on the edge of the 
array. Jets located on the boundary or edge of an array do 
not have adjacent jet interference on all sides and thus exhibit 
slightly different behavior. Measurements indicated that the 
average Nusselt numbers for the center jet unit cell and the 
average values for a boundary jet unit cell varied by less than 
10 percent. 

Experimental Procedure 
Before the experimental tests were conducted, the flow me

ters and bandpass filters were calibrated. The bandpass filters 
were calibrated by placing the liquid crystal assembly on a flat 
aluminum plate instrumented with thermocouples' embedded 
near the surface 12.7 mm apart. A constant-temperature cold 
plate was placed at each end of the aluminum plate and the 
plate was insulated. The temperature at each end of the alu
minum plate was then varied to establish a linear temperature 
gradient along the length of the plate and the stainless steel 
impingement surface within the working temperature range of 
the liquid crystal. The liquid crystal surface was viewed through 
the clear Lexan plate with the bandpass filters. Then the lo
cation of the isotherm indicated by the bandpass filter was 
matched with the temperature on the impingement surface 
recorded by the thermocouples. This eliminated errors in meas
uring the impingement surface temperature from the backside 
and resulted in a less than 0.1 °C uncertainty in the impingement 
surface temperature. This small uncertainty was achieved using 
the bandpass filters and a liquid crystal sheet with a narrow 
one degree Celsius working range. The typical temperature 
difference between the impingement surface temperature and 
the jet exit temperature was about 13°C. In addition, because 
the stainless steel impingement surface was very thin (0.0254 
mm) a simple numerical estimation of the impingement as
sembly showed that the heat transfer could be modeled as one 
dimensional through the stainless steel heater and liquid crystal 
layer. 

The heat transfer measurements were made by recording the 
isotherm indicated by a bandpass filter with a video camera. 
Simultaneously the electrically imposed heat flux (voltage drop 
times the current across the heater), air flow rate, jet exit 
temperature, and ambient temperature were measured. Ap
proximately 20 isotherms were recorded for every 25.4 mm 
distance. The recorded isotherms were then digitized with an 
EPIX, Inc. (Northbrook, IL) digitizing board and software 
and a PC computer using 80 pixels per 25.4 mm in the hori
zontal direction. The individual digitized images were proc
essed, and the intensity value of each pixel depicting the location 
of the isotherm was set equal to the calculated local Nusselt 
number. The local Nusselt number for each isotherm was de
termined from 

I 2 0 r 

Fig. 3 Local Nusselt number distribution for H/0 = 1.0 and Re0= 17,100 

The jet exit temperature was used in defining the Nusselt num
ber rather than the adiabatic wall temperature (Goldstein et 
al., 1990) for several reasons. One, because the jet exit tem
perature was approximately equal to the ambient air temper
ature, which minimized entrainment effects; two, the Reynolds 
numbers used in this study were low enough to avoid significant 
compressibility effects (maximum Mach number of 0.14); and 
three, for design purposes the jet exit temperature is a more 
convenient temperature with which to work. The convective 
heat flux was determined from the total electric power input 
rate minus the estimated heat losses. The heat losses were a 
combination of radiation from the heater surface and con
duction losses through the top of the impingement surface 
assembly. Tests were conducted in the absence of jet impinge
ment (no air flow) to obtain an estimate of the heat losses. 
These tests involved natural convection, radiation from the 
impingement surface, and conduction losses through the im
pingement surface assembly. The tests indicated that the heat 
losses during jet impingement were less than 3 percent of the 
total electric power input. 

Using a 95 percent confidence level, the uncertainty in the 
Nusselt and Reynolds numbers was determined with a root-
sum-square method (Moffat, 1988). The Nusselt number cal
culation had an uncertainty range of 4 to 9 percent, while the 
uncertainty in the Reynolds number calculation was estimated 
to be 3.2 percent. The results were reproducible within these 
uncertainty ranges. 

After each individual isotherm image had been processed, 
the individual images were superimposed to create a surface 
map of the isotherms. Using commercial computer software 
(PV-WAVE produced by Precision Visuals Inc., Boulder, CO) 
the surface isotherm map was converted to a uniform two-
dimensional array of local Nusselt numbers, with each pixel 
from the isothermal image (7200 pixels for the unit cell) cor
responding to one array entry. Various plots and slices of the 
data were then obtained to gain understanding of the local 
heat transfer coefficient over the entire unit cell surface. 

Results and Discussion 

Local Heat Transfer. Since the X„/D = 6 value was used 
to minimize the adjacent jet interaction as discussed previously, 
the local heat transfer coefficient is fairly symmetric around 
the stagnation point. Thus, two-dimensional plots of the radial 
Nusselt number distributions can be used for comparison. The 
three-dimensional plot, Fig. 3, illustrates the symmetry of the 
local heat transfer coefficient around the stagnation point for 
the unit cell area. This figure is for a separation distance of 
one diameter (H/D-Y), which Metzger et al. (1969), Hrycak 
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Fig. 5 Effect of separation distance on local Nusselt number distri
butions for ReD = 17,100 

(1981), and Ichimiya and Okuyama (1991) have reported is the 
approximate distance for the maximum average heat transfer 
coefficient witlran array of axisymmetric air jets (H/D<0.5 
distances were not examined by these investigators). Exami
nation of the local Nusselt numbers plotted in Fig. 3 clearly 
shows the presence of secondary peaks and indicate that these 
secondary peaks increase the average convection coefficient. 
Their effect on the average values will be discussed in the 
following sections. 

Effect of Separation Distance (H/D). Figures 4 and 5 
show the effect of the separation distance on the local Nusselt 
number profiles. At a separation distance of six diameters, 
roughly equal to the length of the potential core, the Nusselt 
number is maximum at the stagnation point and decreases as 
r/D increases, for both Reynolds numbers. However, as the 
separation distance is decreased to one diameter, secondary 
peaks occur in the profile, and the maximum Nusselt number 
no longer occurs at the stagnation point. These peaks occur 
at r/D^Q.5 and /7Z>=1.7 and are more pronounced for 
RtD= 17,100 than for Rec= 10,300. At the separation distance 
of 0.25 diameters these secondary peaks are clearly present, 
with the location of the second peak decreasing to r/D ~ 1.5. 

Prior researchers have discussed and provided explanations 
for the occurrence of these secondary peaks with single un
confined jets. Lytle and Webb (1991) used an unconfined fully 
developed pipe flow nozzle to study these secondary maxima 
at low separation distances. While their nozzle geometry and 
flow conditions differ from those of this study, the location 
of the secondary peaks reported by Lytle and Webb, and the 

location of the secondary peaks measured in this study cor
respond very well. The inner peak, which occurred at r/D » 0.5, 
is attributed to both the fluid accelerating out of the stagnation 
region that thins the local boundary layer and the influence 
of the shear-layer generated turbulence around the circumfer
ence of the jet noticed by various investigators (Huber, 1993). 
As the Reynolds number increased, the acceleration and shear-
layer turbulence effect increased, and the inner peak becomes 
more pronounced. There is agreement among several authors 
(Gardon and Akfirat, 1965; den Ouden and Hoogendoorn, 
1974; Obot et al., 1979; Lytle and Webb, 1991) that the inner 
secondary peak becomes less pronounced as the Reynolds num
ber is reduced and the separation distance is increased. How
ever, due to the differing nozzle geometry and flow conditions, 
the separation distance where the peak disappeared varied 
among the studies. 

The outer secondary peak was observed by Lytle and Webb 
(1991) to be caused by the transition to turbulent flow in the 
boundary layer. They showed from turbulence and heat trans
fer measurements that the outer secondary peak in the heat 
transfer coefficient correlates well with a peak in the turbulence 
intensity of the radial velocity component. This was also shown 
by den Ouden and Hoogendoorn (1974). Thus, similar to the 
inner peak, Figs. 4 and 5 reveal that as the Reynolds number 
was increased from 10,300 to 17,100, the effect of the boundary 
layer transition increased, and the outer peak in the local Nus
selt number became more pronounced. A decrease in the Reyn
olds number or the separation distance appears to promote an 
earlier boundary layer transition, because the location of the 
outer peak moves toward the stagnation point when either of 
these two parameters are varied appropriately. This is con
sistent with the findings of Lytle and Webb (1991) who found 
an almost equal dependence of the location of the outer sec
ondary peak on the Reynolds number and separation distance. 

Figures 4 and 5 also exhibit crossover points for the H/ 
D=1.0 and 0.25 distributions. Between r/D = 2 and 2.5 the 
local Nusselt numbers for H/D = 0.25 drop below the local 
values for H/D= 1.0. This crossover is probably due to the 
fact that the boundary layer flow for H/D = 0.25 becomes 
turbulent earlier than for the H/D =1.0 arrangement. The 
turbulent flow then consumes more momentum and slows down 
faster for the latter geometry. This tends to decrease the con
vective heat transfer coefficient with increasing r/D faster for 
the H/D = 0.25 arrangement. Also, for this case the local coef
ficients are higher, which will slightly raise the temperature of 
the fluid as it transports more energy away from the surface 
than with the H/D= 1.0 geometry. This will tend to decrease 
the temperature difference and slightly lower the convective 
coefficient, since the temperature difference is assumed to be 
constant. 

Effect of Reynolds Number. Figure 6 details the depend
ence of the local Nusselt number profiles on the Reynolds 
number for a separation distance of one jet diameter. One of 
the major differences between the profiles is in the magnitudes 
and locations of the secondary peaks. As mentioned, the sec
ondary peaks exhibit a strong dependence on the Reynolds 
number, separation distance, and nozzle geometry. At a Reyn
olds number of 3500 there is no evidence of the secondary 
peaks, and the profile is very similar to those obtained at H/ 
D = 6.0 for all the examined Reynolds numbers. As the Reyn
olds number is increased to 6900, the profile shape has not 
changed significantly but there is a faint indication of an inner 
secondary peak. At a Reynolds number of 10,300 the secondary 
peaks are clearly discernible but still not pronounced. But, 
when the Reynolds number is increased to 13,700 the secondary 
peaks are now clearly evident. As the Reynolds number is 
further increased to 17,100 and then 20,400, the secondary 
peaks become more pronounced. 

While the inner secondary peak remains fixed as the Reyn-
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Fig. 6 Effect of Reynolds numberon local Nusselt number distributions 
for HID = 1.0 

Fig. 7 Effect of Reynolds numberon local Nusselt number distributions 
for HID = 0.25 

olds number changes, the outer peak moves outward with 
increasing Reynolds number. As mentioned previously, this 
effect was also documented by Lytle and Webb (1991) for their 
single unconfined jet with a fully developed profile. Gardon 
and Akfirat (1965) and Ichimiya and Okuyama (1991) also 
observed this trend, while den Ouden and Hoogendoorn (1974) 
found that the turbulence level at the jet exit affected the 
location of the outer peak. An increasing turbulence level at 
the jet exit influences the radial velocity component, which 
promotes earlier transition to a turbulent boundary layer. Tur
bulence intensity was not measured in this experimental work, 
but the jets are considered fully turbulent based on Polat et 
al. (1989) who state that for Re0> 3000 a jet is fully turbulent. 
Measured heat transfer results from this study have also shown 
negligible differences as the turbulence level at the jet exit was 
varied by removing the screens and flow straighteners from 
the plenum. 

Figure 7 shows these same trends with the outer secondary 
peak closer to the stagnation point for H/D = 0.25. The outer 
peaks have moved inward when compared to Fig. 6, because 
the boundary layer transition occurs earlier at the smaller sep
aration distance. Also, because of the smaller separation dis
tance, the secondary peaks are present at all of the lower 
Reynolds numbers. 

Effect of Spent Air Exits. From Fig. 8 it is clear that for 
a separation distance of one jet diameter the presence of spent 
air exits has no effect on the local Nusselt number distribution. 
This is because the gap between the impingement surface and 
confining jet orifice plate is large enough to channel the flow 

100i ' ' ' 

Fig. 8 Local Nusselt numbers with and without spent air exits for 
H/D = 1 and ReD= 13,700 

1401 ' ' i ' I • i i I ' • 

Fig. 9 Local Nusselt numbers with and without spent air exits for 
HID = 0.25 

outward without a significant pressure drop. Also, because the 
jet used for the measurements is the center jet of the 3x3 
array, all of the flow is radially outward and thus, even with 
the spent air exits blocked, there is no crossflow to degrade 
the convective coefficient. In a large array, crossflow and flow 
channeling can have a significant effect on both the uniformity 
and magnitude of the heat transfer coefficient (Krotzsch, 1968; 
Metzger and Korstad, 1972; Livingood and Hrycak, 1973; 
Downs and James, 1987; Obot and Trabold, 1987). These 
effects should be minimized by placing spent air exits between 
the jet orifices in the jet orifice plate; however, the small array 
used in this study does not experience crossflow and flow 
channeling. Thus, for a large array a difference in the heat 
transfer coefficients for the closed and open spent air exits 
would be expected at H/D>\. 

When the separation distance is decreased to 0.25 jet di
ameters, there is a clear difference between the Nusselt numbers 
with and without the spent air exits. This is shown in Fig. 9 
for two Reynolds numbers. The narrower gap between the 
impingement surface and the confining jet orifice plate results 
in a resistance to the flow, which, with no spent air exits, must 
exit radially outward. This resistance to the flow and the re
sulting higher pressure in the stagnation region degrade the 
heat transfer coefficient. With no spent air exits, the boundary 
layer transition also appears to be delayed as the outer sec
ondary peak occurs at a larger r/D value for the case of no 
spent air exits than with spent air exits. Once again, the presence 
of crossflow would have degraded the convective coefficient 
for the arrangement with no spent air exits and increased the 
difference between the two cases. 

Figure 9 depicts the importance of spent air exits with small 
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separation distances. The additional elimination of crossflow 
heat transfer coefficient degradation means that a significant 
enhancement of the convective coefficient can occur through 
the use of spent air exits. The uniformity of the convective 
coefficient across the array would also be improved as each 
individual jet's unit cell has identical flow conditions and Nus
selt number distributions. Uniformity of the local heat transfer 
coefficient is important for the material processing applications 
for which arrays of this type are used. 

Average Nusselt Number. The three-dimensional plots of 
the local Nusselt number were averaged over the square unit 
cell area. In an array, the local Nusselt number distribution 
should be identical for each unit cell; therefore, the average 
Nusselt number for the unit cell is the average for the entire 
array. Figure 10 illustrates the average Nusselt number for 
various separation distances and Reynolds numbers. As ex
pected, increasing the Reynolds number and/or decreasing the 
separation distance increases the average Nusselt number. 

The average Nusselt number for H/D = 6.0, which is at the 
end of the potential core region, has the lowest average Nusselt 
numbers for a given Reynolds number. For this separation 
distance, the local maximum Nusselt number occurs in the 
stagnation point region, which occupies a small fraction of the 
total area. However, when the separation distance is decreased 
to H/D = 1.0, there is a considerable enhancement of the av
erage Nusselt number. This is due to the secondary maximum 
peaks in the local Nusselt number. These secondary peaks occur 
as rings, which significantly increase the surface area where 
the local Nusselt numbers are high. The dependence on the 
Reynolds number is also strengthened because of the relation
ship between the secondary peaks and the Reynolds number. 
At the low Reynolds number of 3500 the difference between 
the average Nusselt number for H/D = 6.0 and 1.0 is small, 
because the secondary peaks are virtually nonexistent at this 
value. But, as the Reynolds number is increased, the secondary 
peaks appear and become more pronounced for H/D- 1.0. 
Thus, the average Nusselt number becomes significantly higher 
than for H/D = 6.0. 

The Nusselt numbers for H/D = 0.25 with the open spent 
air exits exhibit the same trends seen with H/D =1.0. The 
smaller separation distance further enhances the heat transfer 
coefficient, when compared to the one-diameter spacing, by 
affecting the strength of the secondary peaks. However, both 
H/D = 0.25 and 1.0 separation distances exhibit a similar de
pendence on the Reynolds number as shown by the relative 
equivalent slopes. 

The figure also illustrates enhancement of the convective 
coefficient due to the spent air exits. The average Nusselt 
numbers for H/D = 0.25 with closed spent air exits are almost 

identical to the average Nusselt number values for H/D= 1.0, 
and significantly lower than the values for H/D = 0.25 with 
open spent air exits. Thus, without spent air exits located 
between the jet nozzles, the enhancement of the convective 
heat transfer coefficient by the smaller separation distance (H/ 
D = 0.25) is offset by the degrading effects of the spent air 
exiting radially outward. The heat transfer coefficient degra
dation due to crossflow enforces the observation that without 
spent air exits it is not beneficial to decrease the separation 
distance below H/D = 1.0. From the local Nusselt number dis
tributions and the average values presented in Fig. 10, the 
importance of properly designed spent air exits is apparent to 
obtain high convective coefficients and maintain uniformity 
across the jet array. A big advantage of the spent air exits is 
the elimination of crossflow degradation, which helps to ensure 
fairly uniform heating or cooling over the entire surface cov
ered by an impinging jet array. 

The average Nusselt numbers reported in this paper are 
compared to the correlation presented by Martin (1977) in Fig. 
11. This correlation has been shown to predict average Nusselt 
numbers accurately for many jet impingement systems that 
have minimal or no crossflow (Martin, 1977; Ichimiya and 
Okuyama, 1991). The correlation was obtained by modifying 
the equation for a single round orifice, and thus Martin (1977) 
comments that it is valid for arrays with good outlet flow 
conditions. He further states that when the spent air is forced 
to flow laterally over the width of the material (crossflow) the 
outlet stream may significantly influence the flow and tem
perature fields. Because the experimental data has spent air 
exits and no crossflow, the correlation from Martin (1977) 
presented below should be applicable: 

(2) NU£, = 0.5^GRe?i667Pra42 

where 

and 
"H**^ 
G = 2-\[Af 

1 - 2.2AA4 
/ " 

•J_ 

(3) 

(4) 
l+0.2(H/D-6)-JAf 

The range of validity given for this correlation is: 
2000<ReD< 100,000, 0.004<^y<0.04, and 2<H/D<\2. 
Figure 11 reveals the good agreement between the correlation 
and the experimental data for H/D =6.0, as the correlation 
underpredicts the experimental data by less than 10 percent. 
The differences between the experimental data and the em
pirical correlation predictions are probably due to variations 
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in nozzle geometry and flow conditions (i.e., turbulence level, 
plenum design), which have a large influence on impingement 
heat transfer. For example, Obot et al. (1979) observed that 
measured impingement heat transfer coefficients were larger 
for orifices than for converging nozzles. The Martin (1977) 
correlation is based on results for round nozzles. Thus, the 
orifices used for this study would be expected to yield higher 
heat transfer coefficients than the values predicted by the Mar
tin correlation. 

At H/D—0.25, which is outside the range of its validity, 
the correlation underpredicts the experimental data by about 
18 percent. The H/D =1.0 data also differed from the cor
relation by about 14 percent. Since the correlation is not valid 
below H/D = 2.0, the K and G factors that correct for the 
influence of the separation distance do not account for the 
presence of the secondary peaks. Thus, the difference between 
the present experimental data and the values predicted by the 
correlation increases as the secondary peaks become more pro
nounced. 

Conclusions 
This paper has reported a study on local heat transfer to 

confined isothermal impinging gas jets to gain understanding 
of the physical mechanisms that affect the average heat transfer 
coefficient and the uniformity of the local heat transfer coef
ficient. It was found that at small separation distances {HI 
D < 1.0) secondary maxima occur in the local convective coef
ficient for a jet in an array similar to a single jet. These sec
ondary maxima enhance the average convective heat transfer 
coefficients. Also, at small separation distances (H/D<,\.0), 
degradation of the Nusselt number by adjacent jet interference 
before impingement is minimized. 

Without spent air exits located between the jet orifices in 
the jet orifice plate, the heat transfer enhancement is lost as 
the radially outward flow of spent air degrades the convective 
coefficient. With spent air exits the surface area heated or 
cooled by each jet in an array experiences similar conditions 
and thus will exhibit similar performance. Therefore, the spent 
air exits are important in maintaining uniform heat transfer 
over the entire surface covered by a jet array. 
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Turbulent Heat Transfer Between 
a Series of Parallel Plates With 
Surface-Mounted Discrete Heat 
Sources 
Two-dimensional turbulent heat transfer between a series of parallel plates with 
surface mounted discrete block heat sources was studied numerically. The com
putational domain was subjected to periodic conditions in the streamwise direction 
and repeated conditions in the cross-stream direction {Double Cyclic). The second 
source term was included in the energy equation to facilitate the correct prediction 
of a periodically fully developed temperature field. These channels resemble cooling 
passages in electronic equipment. The k-e model was used for turbulent closure and 
calculations were made for a wide range of independent parameters (Re, Ks/Kj, 
s/w, d/w, and h/w). The governing equations were solved by using a finite volume 
technique. The numerical procedure and implementation of the k-e model was 
validated by comparing numerical predictions with published experimental data 
(Wirtz and Chen, 1991; Sparrow et al., 1982) for a single channel with several surf ace 
mounted blocks. Computations were performed for a wide range of Reynolds num
bers (5 x l(f-4 x 105) and geometric parameters and for Pr = 0.7. Substrate 
conduction was found to reduce the block temperature by redistributing the heat 
flux and to reduce the overall thermal resistance of the module. It was also found 
that the increase in the Reynolds number decreased the thermal resistance. The study 
showed that the substrate conduction can be an important parameter in the design 
and analysis of cooling channels of electronic equipment. Finally, correlations for 
the friction factor (f) and average thermal resistance (R) in terms of independent 
parameters were developed. 

Introduction 
The continuing emphasis on miniaturization of electronic 

components and increasing power density has led to special 
considerations of thermal management in their design. Heat 
generated per unit volume of a device must be dissipated to 
the cooling fluid in order to maintain the operating temperature 
limit and its peak performance. Heat transfer analysis in such 
channels continues to play an important role in thermal control 
of electronic components. A number of thermal management 
strategies for electronic equipment are discussed by Nakayama 
(1987) and Incropera (1988). Forced convection is one of the 
common ways to cool channels with surface-mounted chips. 
Heat transfer analysis in channels between circuit boards is 
challenging because of the complex geometry, heating con
dition, and interaction between convection and conduction. A 
typical piece of electronic equipment consists of a stack of 
circuit boards containing surface-mounted heat-generating 
chips. The coolant is forced through the channel formed be
tween two adjacent circuit boards to remove heat. Heat gen
erated by the chips is removed in part by forced convection 
and the rest is conducted to the substrate/circuit board, which 
is eventually dissipated by forced convection in an adjacent 
channel or in the same channel. In this work, heat transfer in 
such channels is studied with the help of a simplified two-
dimensional model, as shown in Fig. 1(a). Surface-mounted 
volumetric heat sources simulate an electronic package and the 
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plates on which these heat sources are mounted will represent 
the circuit board/substrate. Plates are considered to be con
ducting so that the channels are thermally linked to each other. 
Since heat sources are considered to have the same strength 
and position in the streamwise direction, the thermal char
acteristics start from the developing flow at the channel inlet 
and eventually attain the condition of periodically fully de
veloped flow (PDF) and heat transfer. The condition of pe
riodically fully developed heat transfer is very important from 
the design point of view since heat transfer and friction in the 
PDF form the lower bound. 

The objective of this work is to study numerically the pe
riodically fully developed flow (PDF) and heat transfer be
tween a series of parallel plates with surface-mounted heat 
sources. Consideration will be given to the turbulent flow and 
heat transfer with substrate conduction. 

A small number of earlier investigations have employed a 
fairly simple model, consisting of a single parallel plate channel 
mounted with a series of blocks on one side, with either iso
thermal or isoflux heating conditions. Asako and Faghri (1991) 
numerically predicted turbulent flow in channels with three-
dimensional blocks using the k-e model, while Knight and 
Crawford (1988) studied two-dimensional heat transfer and 
fluid flow in channels with blocks. A low-Reynolds-number 
k-e model was used to obtain closure of the turbulence model. 

Experimental studies were carried out using a mass transfer 
technique by Sparrow et al. (1982). Heat transfer techniques 
were used by Lehmann and Wirtz (1985), Moffat et al. (1985), 
Sridhar et al. (1990), and Wirtz and Chen (1991) to study 
turbulent heat transfer with surface mounted blocks in a single 
channel. However, all of the previous results represented the 
thermal characteristics of such channels, where walls were 
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Fig. 1 Two-dimensional model 

heated by subjecting them to uniform wall temperatures or 
uniform heat flux conditions along the entire length of the 
channel or in part. 

As pointed out by Incropera (1988), Sathe and Joshi (1990), 
and Peterson and Ortega (1990), conjugate effects play a very 
important role for the heat transfer analysis in electronic pack
aging. Several investigations have been reported in the liter
ature highlighting conjugate effects in rectangular channels 
(Ramadhyani et al., 1985; Incropera et al., 1986; Davalath 
and Bayzitoglu, 1987; Sathe and Joshi, 1990; Nigen and Amon, 
1991). Therefore, as stated earlier, the objective of this work 
is to study numerically periodically fully developed flow and 
heat transfer between a series of conducting parallel plates 
with surface-mounted volumetric heat sources. The model de
velopment, solution technique, experimental validation of the 
solution technique, and representative results will be discussed 
in the following sections. 

Model Development 
Consideration will be given to steady two-dimensional tur

bulent heat transfer in channels formed between adjacent plates 
(Fig. la). Thermophysical properties of the fluid and solid are 
assumed to remain constant. The plate thickness is assumed 
to be relatively thin compared to the channel width. Far from 
the channel entrance flow and heat transfer will be periodically 
fully developed (Patankar et al., 1977) because of periodic 
positioning of the blocks. Temperatures in the channel walls 
are not known a priori and must be determined as part of the 
solution. To solve for the temperature field proper boundary 
conditions should be imposed. In the interior of the stack, the 
temperature field within the channel and including the channel 
wall is subjected to a repeated condition (Kim et al., 1991). 
This implies that the temperature and heat flux at a given 
streamwise location on the channel walls are identical as long 
as these locations are separated by a distance equal to the sum 
of the channel width and the wall thickness (d + t). In this 
light a computational domain for PDF problems can be iso
lated as shown in Fig. 1 (b). Thus the problem considered in 

Nomenclature 

C\, C2, CM, <jk, ac = turbulent modeling constants 
cp = specific heat 
d = channel width (Fig. la) 
E = integration constant 
/ = friction factor 
h = heat transfer coefficient or block 

height 
H = block height (Fig. la) 
K = thermal conductivity 
k = turbulent kinetic energy 
/ = module length = w + s 

Nu = Nusselt number = h (2d)/Kf 
p = effective pressure or p function 

Pk = production of kinetic energy 
Pr, Pr, = laminar and turbulent Prandtl num

bers 
R = overall thermal resistance for block 
R, = dimensional thermal resistance 
Re = Reynolds number = pub (2d)//j, 

Q'" = heat source per unit volume 
q" = heat flux 

5 = block spacing (Fig. la) 
S = source term 

S[, S2 = top and bottom surfaces of the com
putational domain (Fig. lb) 

T = temperature 
t = substrate thickness (Fig. la) 

u, v = velocities 
Uf, Us = fluid and solid conductance 

u„ = 

Subscripts 

Up 

w 
x,y 

yt 

z 
0 
r 

P 
a 
T 

eff 
i 
s 
t 

w 

velocity parallel to the wall 
block width (Fig. la) 
streamwise and cross-stream coordi
nates 
nondimensional distance measured 
from the wall = yp kp

n C"4 p/fx 
distance along the block-fluid interface 
global pressure drop per module 
diffusion coefficient 
normal to wall 
nondimensional temperature = (T -
Tb)/\Q'" wH/kf) 
dynamic viscosity 
density 
global temperature rise per module 
shear stress 
general variable 

block or bulk property 
effective 
interface 
substrate or solid 
turbulent 
wall 

Superscripts 
= periodic property 
= average property 
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this study is subjected to "Double Cyclic Condition" and to 
the best of the author's knowledge this is the first attempt to 
study such a class of problems. 

Surface-mounted blocks create a number of recirculation 
pockets and the recirculation pockets preclude the possibility 
of using a simple mixing length model as turbulence closure. 
Generally, a two-equation model (k-e) is reported to perform 
well for two-dimensional recirculation flows. 

Flow Field. Based on the foregoing discussion, the equa
tion for a general variable, (</>) transported by convection and 
diffusion in turbulent flow is given by: 

Table 1 General variables and corresponding diffusion coefficients and 
sources 

d d d / dd> 

4r\r- + S, (1) 

In this equation, the general variable (</>) represents u, v, T, 
k, and e. T0 and S0 represent appropriate transport coefficients 
and source terms. 

Far from the entrance, the flow and the temperature field 
will be periodically fully developed. As explained by Patankar 
et al. (1977), the pressure p and 7" in a periodically fully de
veloped flow can be divided into the global and local terms: 

P(x,y)= -&x+p{x,y) (2) 

T(x,y)=ax+f(x,y) (3) 
In these equations, /3 can be interpreted as a global pressure 

drop per module and a as a global temperature rise per module. 
Therefore, p and f have periodic characteristics, which are 
repeated module to module. The global pressure drop and 
temperature rise per module can be represented as: 

P = (p{x,y)-P(x+l,y))/l (4) 

a=(T(x + l,y)-T(x,y))/l (5) 

It should be noted that Eqs. (3) and (5) are applicable only 
when heat addition per module is constant. Although Patankar 
et al. (1977) derived the equations for a constant heat flux 
case, this concept can be extended to a constant heat source 
per module since the resultant temperature rise per module 
would be constant as in a uniform heat flux case. An energy 
balance per module yields, 

a=(Q'"Hw)/(pubcpdl) (6) 

where: 
1 [d 

ub = - \ udy (7) 
d J0 

Substituting these periodic quantities into the conservation 
equations, one is able to obtain a set of conservation equations 
in terms of the periodic variables of p and f with additional 
source terms (Spdf). The source term {Spd/), as a result of 
PDF, is also included in Table 1, which shows a particular 
variable of <j>, S$ and Spdj for a periodic turbulent flow field. 
It should be noted that the last source term in the energy 
equation (Table 1) should be included when conducting solid 
blockages are present in the channels for a correct prediction 
of the temperature field (Kim and Anand, 1992). Moreover, 
reff is not expected to be a constant inside the flow field in 
the turbulent flow. Accordingly, this source term was retained 
in this work. 

Thermal Field in the Solid. It should be noted that the 
energy equation in Table 1 is applicable to the fluid region. 
The energy equation in the solid region in terms of periodic 
quantities can be written as 

<v 
df 

K—)+Q 6 = 0 (8) dxy dxj ' dyy byf 
where 5 equals unity inside the block sources and zero in other 

4> 
1 

u 

V 

T 

K 

e 

r 

0 

M,tr 

Mar 

VlPr + pJPr, 

li ^n , /a t 

V-*V-,I°, 

s, 
0 

-d#a*+s„ 

-dplty*Sv 

0 

P, - pe 

(C.P^-qpe2)/* 

^ p j i 

0 

p 

0 

-puo + d(T^a)ldx 

0 

0 

Constants; 

C, = 1.44, C2 = 1.92, C^O.09, ak=l.Q, a t = 1.22, and Pr( = Q.9 

3 , du. d . dv. 
dx dx dy dx 

d . du. d , dv, 
dx dy dy dy 

vt*,2 INS-U 

parts. However, it is our intention to use one general form of 
the energy equation to obtain the temperature distribution in 
both solid and fluid regions. With the convective terms being 
absent in the energy equation for the solid with a proper heat 
flux continuity at the interface, the energy equation, Eq. (8), 
can have a general form of conservation equation, Eq. (1), 
with the following modifications: 

r = Gt/Pr) {K/Kf) and S^ = Q'" /c„ and Spdf= 0 (9) 

In this equation, K/Kf represents the thermal conductivity 
ratio of either the block (Kb/Kf) or the substrate {Ks/Kf) to 
the fluid. In addition, S0 is Q'" /cp in the block and zero in 
the substrate. Note that heat generation in the block is assumed 
to be uniform. The thermal contact resistance between heat-
generating components and the substrate might exist. How
ever, in this study it is neglected. 

Boundary Conditions. Based on these discussions, periodic 
conditions for all unknowns in the streamwise direction can 
be stated as 

k0,y) = fal,y) (10) 
For completion of the problem formulation, the wall function 
method is employed near the wall. Since a finite volume method 
is used, the boundary condition should be specified in terms 
of wall fluxes between the wall and the adjacent grid point 
(denoted by subscript p). For the velocities parallel to the wall, 
wall shear stress is calculated from the universal velocity profile 
and equilibrium condition, 

rw = PKCJ/4 kp
n up/ln (Ey+) for y£ > 11.5 (1 la) 

TW = ixup/yp for y+ < 11.5 (116) 
All flux variables («, v, p, and k) normal to the wall are set 

to zero. The equilibrium assumption is also applied to ap
proximate the turbulent kinetic energy near the wall. The pro
duction and dissipation of kinetic energy is calculated from 

^ a „ d , = C r f (.0 
It should be noted that the dissipation rate of e in the e 

equation is also employed to prescribe the value near the wall 
control volume (dissipation term in Eq. (12)). Generally, the 
wall function described above is based on the equilibrium as-

du 
Pk-rw— = 

dy 
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sumption near the wall. Therefore, the current wall treatment 
may have some deficiency because the equilibrium condition 
is no longer valid for the recirculation flow. However, as dis
cussed later, the predicted values of the average heat transfer 
coefficient and fluid friction factor using this approach com
pare very well with the published experimental data. 

Interface Condition. Unlike the flow field, the temperature 
field in the fluid is coupled with the temperature in the solid 
region and a special treatment is needed at the solid and fluid 
interface. The wall function for the energy equation and the 
harmonic mean method were employed to calculate the dif
fusion coefficient near the wall control volume. The wall tem
perature can be obtained from 

r+ = 1 p 
\*w lp)pCpLpL kp Pr,[-ln(Ey;)+P) (13) 

where the empirical P function of Jayetilleke (1969) is given 
by 

P = 9.24 -Y /4-i 1+0.28 exp( - 0 . 0 0 7 - ^ (14) 

The relation between the heat flux and temperature at the wall 
surface is given as 

g"w=U/(Tw-Tp) = U,(Ts-Tw) (15) 

where Uf is the conductance in the fluid between the wall and 
the position P while Us is the conductance in the solid. There
fore, conductances of fluid and solid can be rearranged as 
follows: 

U '/= 
pCpC^ kp 

P r , l - l n ( £ j £ ) + P 
if y+>ll.5 

and Uf=^J^Lify+<ll.5 (16a) 
Pryp 

and 

ys 

The diffusion coefficient at the interface is given by 

_ 1 ML 
cp\us+u, 

(16*) 

(17) 

arbitrary. However, once S, is fixed, S2 has to be fixed along 
a corresponding cross-stream location in the adjacent channel. 
For convenience, a channel with a wall formed by half the 
thickness of two adjacent plates (i.e., bottom half of the upper 
plate and top half of the lower plate) is considered. The re
peated condition can be mathematically stated as 

T(x, - f/2) = T(x, d+1/2) (18fl) 

dr 
dy 

(AT, - 1/2) 

dT 

dy 
(18b) 

(*,</+</2) 

Solution Technique 
The set of governing equations with the associated boundary 

conditions was solved by using a finite volume technique. Ve
locity and pressure variables were stored at the staggered lo
cations and were coupled by the SIMPLER algorithm 
(Patankar, 1980). Convection and diffusion terms were linked 
by the method suggested by Amano (1984). This method is a 
combination of hybrid and exponential schemes. In the flow 
field, wall diffusion flux was calculated using Eq. (11). These 
flux terms are manifested as source terms in x and y momentum 
equations. To facilitate this prescription, the coefficients link
ing the variable (<f>) at the node adjacent to the wall was set 
to zero. The solid and fluid regions were assigned appropriate 
thermal conductivity values; however, the interface diffusion 
coefficient was represented by the harmonic mean of the solid 
and fluid thermal conductances (Eq. (17)). A set of discreti
zation equations for each variable was solved by the line-by
line procedure, which is the combination of the Tri-Diagonal 
Matrix Algorithm (TDMA) and the Gauss-Seidel technique. 
Due to the periodic conditions in the streamwise direction, the 
Cyclic Tri-Diagonal Matrix Algorithm (CTDMA) was used to 
sweep in the streamwise direction to calculate the flow field. 
On the other hand, CTDMA was used to sweep in both the 
cross-stream and the streamwise directions to calculate the 
temperature field. Since the pressure gradient (/3) and the flow 
Reynolds number (Re) have a one-to-one relation, calculations 
for required Re values were made as follows: an initial guess 
for /3 was made and the corresponding Re was calculated. This 
procedure was repeated with a modified value of (3 until the 
required value of Re was achieved. Convergence was declared 
when relative values of each of the variables («, v, k, e, and 
T) ceased to vary by more than 10~5 between two successive 
iterations. 

The value of the diffusion coefficient (T) depends on y+. 
Due to the coupled nature of the heat transfer problem the 
temperature of the solid is also a function of y+. In some parts 
of the block the distance (y+) of the near-wall point (p) could 
be less than 11.5 and in some parts y+ could be greater than 
11.5. This will result in a physically unrealistic temperature 
distribution within the solid, since heat generated per block is 
considered to be constant. To avoid this problem the Reynolds 
number for this study was chosen so the distance (y+) of the 
near wall point p was always greater than 11.5. 

Attention is now given to the temperature boundary con
ditions in the cross-stream direction. To simulate the circuit 
board arrangement, a series of plates are stacked parallel to 
one another. Temperature distribution in these plates is not 
known a priori and must be determined as a part of the solution 
procedure. If there are multiple channels somewhere in the 
interior of this stack, the thermally "repeated condition" could 
be established (Kim et al., 1991). The implication of the re
peated boundary condition in the cross-stream direction is that 
the temperature and heat flux at any point on the surface 5, 
will be the same as on the corresponding point on the surface 
S2. It should be noted that the location of the Si surface is 

Grid-Independent Solution. Grid independence was estab
lished by examining the cross-stream velocity and temperature 
distributions at the middle of the cavity with periodically fully 
developed flow and heat transfer. Henceforth, the phrase 
"cavity" will be used to describe the space between two ad
jacent block heat sources. For the purpose of the grid inde
pendence study, the Re was chosen to be 105. Three different 
uniformly spaced grid sizes (24 x 24, 38 x 38, and 42 x 42) 
were used. In addition, an expansion factor of 1.1 far from 
the wall and a contraction coefficient of 0.95 toward the wall 
was used, so that a finer grid spacing was formed near the 
wall. The velocity and temperature distributions for various 
grid sizes are shown in Fig. 2. Grid independence was declared 
when maximum changes in velocity and temperature distri
butions were less than 3 percent. Accordingly, for a range of 
geometric parameters examined in this study 30, 34, and 36 
grid lines were used in the x direction and 26, 32, and 40 grid 
lines were used in the y direction. Shear stress and Nusselt 
number distributions along the bottom wall of the PDF module 
were also examined for grid independence (shown in Kim, 1993) 
and these two variables did satisfy the same 3 percent criterion. 
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Fig. 2 Effect of grid size on velocity and temperature distributions: 
s/w = 1, d/w = 1, h/w = 5, Re = 1 x 105 

Validation of the Solution Technique 
The solution technique for the turbulent periodically fully 

developed flow along with the numerical implementation of 
the k-e model was validated by comparing predictions with 
the experimental data for the flow and heat transfer between 
the parallel plates (Kim, 1993). However, the focus of this 
work is the periodically fully developed heat transfer in chan
nels formed between a series of parallel plates with surface-
mounted discrete heat sources. Absence of experimental data 
for the temperature field in the present geometry prevents a 
direct comparison. Therefore, the solution technique was also 
validated by comparing numerical predictions with the exper
imental data for fully developed flow and heat transfer in 
channels formed between two parallel plates with surface-
mounted blocks in Fig. 3. In Fig. 3(a), the numerically pre
dicted friction factor is compared with the experimental data 
of Wirtz and Chen (1991) and Sparrow et al. (1982). The data 
of Wirtz and Chen (1991) are for the parallel-plate channel 
with two-dimensional flow and that of Sparrow et al. (1982) 
is for three-dimensional flow. Also, Fig. 3(a) shows the ex
perimentally measured friction factor for smooth parallel plate 
channels (Beavers et al., 1971) without blocks. It is evident 
from Fig. 3(a) that the predicted friction factor values are in 
good agreement with the experimental data. The maximum 
difference between the predicted and experimental data not 
considering the experimental uncertainty is 30 percent and the 
numerical model underpredicts the experimental data for the 
friction factor. Figure 3(b) shows the comparison of the nu
merically predicted and experimentally determined Nusselt 
number distribution for the same geometry discussed in Fig. 
3(a). Wirtz and Chen (1991), in their heat transfer experiments, 
considered thirteen blocks of which only one was heated at 
the top surface during each experiment. Hence, our numerical 
predictions were made for hydrodynamically fully developed, 

^ 
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(b) Nusselt Number 

Fig. 3 Comparison of prediction with the experimental data for fully 
developed flow in parallel plate channel with surface-mounted blocks 

but thermally developing flow (Graetz problem), for the pur
pose of comparison. Again, the numerical predictions under-
predict the experimental data and the maximum difference not 
considering the experimental uncertainty is 15 percent. This 
degree of agreement between the model prediction and the 
experimental data is considered good for turbulent flow and 
heat transfer. It should be noted that the qualitative trends of 
model predictions are in very good agreement with the exper
imental data. 

Results and Discussion 
In this section governing independent parameters are iden

tified and representative results for velocity and temperature 
fields are discussed. Finally, thermal performance of these 
cooling channels is discussed in terms of Nusselt number and 
thermal resistance. 

Independent Parameters. A careful examination of the 
governing equations reveals that the independent parameters 
are Reynolds number (Re) based on hydraulic diameter of the 
channel (2c?), Prandtl number (Pr), thermal conductivity ratio 
(Kb/Kf and Ks/Kf), and geometric parameters. The inde
pendent geometric parameters are the ratio of the block height 
to block width (H/w), the ratio of the block spacing to block 
width (s/w), the ratio of channel height to the block width 
(d/w), and the ratio of the substrate thickness to block width 
(t/w). A range of thermophysical parameters was chosen such 
that they corresponded to the ones used in actual practice. 
Typically, a fluid such as air (Kf = 0.025 W/m°C, Pr = 0.7) 
is used. A typical substrate is made up of a combination of 
epoxy-glass, copper, or ceramic laminate with an effective 
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Table 2 Parametric ranges in present study 

Parameters 
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Fig. 4 Contours of isolines for flow field: Re = 1 x 105, l/w = 2, d/w 
= 1, h/w = 0.5, and slw = 1 

thermal conductivity of 0.2-0.6 W/m°C (Sathe and Joshi, 
1990; Incropera et al., 1986). Electronic packages have a wide 
range of conductivity due to the varying amounts of different 
material components and this conductivity is generally higher 
compared to that of air. However, in order to focus on the 
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Fig. 5(b) Turbulent kinetic energy distributions at the middle of cavity 
and block 

Fig. 5 Flow field: Re = 1 x 10s, h/w = 0.5 

substrate effect, the conductivity ratio of block to air is set to 
500 in this study. Based on the aforementioned discussion, the 
range of independent parameters were chosen and are pre
sented in Table 2. 

Representative flow field results are shown in Fig. 4. For 
the purpose of clarity, the computational module was chosen 
such that it included a rear half and a front half of two adjacent 
blocks in the periodically fully developed region. The rear half 
of the block represents the downstream part and the front half 
represents the upstream part of a single block, respectively. 
Figure 4(a) shows the streamline distribution. As shown, the 
flow can be divided into the main bypass flow over the blocks 
and recirculation flow between the blocks. As expected, the 
streamline strength of the cavity is comparably lower than that 
of the main flow. The same flow pattern was found for other 
geometric parameters. The strength of the recirculation flow 
increases as does the Reynolds number, the block spacing, and 
the block height. Also, the recirculation strength increases as 
the channel height decreases. Figures 4(b) and 4(c) show the 
isolines for nondimensional kinetic energy (k/uf) and the ratio 
of the turbulent viscosity to the dynamic viscosity (/*,//*), re
spectively. The hydrodynamic and thermal boundaries are pe
riodically interrupted on the top surface of the blocks so that 
free shear flow and shear flow are repeated. This results in a 
higher value of k along the line coinciding with the top of the 
block. The maximum value of k occurs near the top upstream 
corner of the block. The higher value of effective k near the 
top of the block shifts the maximum point of the streamwise 
velocity profile toward the top surface in order to maintain 
momentum conservation. Figure 4(b) shows well the transport 
of k downstream and into the cavity. It should be reiterated 
that not only turbulent kinetic energy but also the dissipation 
energy maintains the maximum values at the front top corner 
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Fig. 6 Friction factor as a function of Reynolds number and geometric 
parameters 

Figure 6 shows the variation of the turbulent friction factor 
with the Reynolds number for different geometric parameters. 
The friction factor in this study is defined in Eq. (19): 

/ = 
Ap 2d (3(2c?) 

pu\/2' pu\/2 
(19) 

In general the friction factor for a smaller channel width and 
larger block spacing is higher for the entire range of Reynolds 
number considered in this study. The effect of block spacing 
is more pronounced for channels with flat blocks. The same 
trend for the effect of block spacing was observed by Wirtz 
and Chen (1991) from their experimental results. For a given 
area of the main bypass flow ((d - h)/w), it can be seen 
that the friction factors of the channels with flat blocks are 
smaller since the effective turbulent kinetic energy in these 
channels are smaller. For all of the different geometries ex
amined, as a part of this study, the friction factors are nearly 
constant or decrease slightly in the entire range of Reynolds 
number. Since channels with blocks can be regarded as a rough
ened channel, the present results are consistent with the fact 
that the friction factors are independent of Reynolds number 
for fully developed turbulent flow. 

Temperature Field. For the purpose of studying the tem
perature field, a PDF module was chosen such that it includes 
one complete block and a half cavity on either side of the 
block. In this study the nondimensional temperature (9) is 
defined as 

e=(T-Tb)/Q'"wH/K] •f (20) 

In this equation, the bulk temperature (Tb) is calculated at 
the inlet of the PDF module and is given by 

f \u\Tdy 
Jo 

Tb = -a (21) 
( \u 
ô 

\dy 

and the line co-incident with the block surface. This is why 
the contours are shown with a family of sharp convex curves 
downstream of the rear top corner of the block. As a result 
the location of the maximum (/*,//*) moves into the cavity (Fig. 
4c). As Reynolds number increases the turbulent viscosity also 
increases. The distributions of (/x,//x) are very important to 
understand the thermal field since (/*,//*) directly affects the 
eddy thermal diffusivity. 

Figure 5 shows the parametric effects on the flow field for 
tall blocks (h/w = 1/2). Figure 5(a) shows the velocity dis
tribution at the middle of the block for Re = 105. Calculations 
were made for both tall (h/w = 1/2) and flat (h/w = 1/4) 
blocks (Kim, 1993), but only the case of a tall block is con
sidered for the purpose of discussion in this paper. It is clear 
that the velocity profile is shifted to the top wall more in a 
narrow channel and the effect of block spacing (s/w) on ve
locity distribution is more pronounced in a narrow channel 
than in a wider channel. This is due to the fact that the value 
of k is higher in narrow channels (d/w = 1) than in wider 
channels (d/w = 3/2) and higher in larger block spacings than 
in small block spacings (refer to Fig. 5b). Figure 5(b) shows 
the nondimensional kinetic energy distribution (k/u\) for nar
row and wider channels. Each profile shows a maximum in 
the k value at the top surface of the block while the value of 
k at the top wall remains nearly constant. This maximum value 
of k increases with increase in channel width and has a larger 
value in a narrow channel than in a wider channel. There is a 
qualitative agreement of the k distribution with experimental 
measurements obtained within the cavity (Garimella and Ei-
beck, 1990) and over the block (Wirtz and Chen, 1991). Similar 
trends were observed for the case of flat blocks. 

Here, 6 represents the nondimensional temperature differ
ence between local absolute temperature and the bulk tem
perature. Physically this represents the temperature rise due 
to self heating without the effect of temperature rise induced 
by upstream modules. Therefore, it can be positive or negative. 

Figure 7 shows representative nondimensional isotherms with 
different substrate conductivities. Figures 7(a) and 1(b) rep
resent the adiabatic case (Ks/Kf = 0) and highly conducting 
substrate (Ks/Kf = 100), respectively. When the substrate is 
adiabatic the maximum temperature occurs at the downstream 
bottom corner of the block. As the value of KS/Kf increases, 
a part of the heat from the block is transferred by conduction 
and eventually to the neighboring channel. Thus, the maximum 
temperature decreases within the block and its location also 
shifts toward the top surface of the block. As expected, the 
temperature gradient is mostly large near the block surface for 
both cases. Another large temperature gradient occurs at the 
top wall for the conducting substrate. It should be recalled 
that the top and bottom surfaces (Si and S2) are subjected to 
the repeated boundary condition. Figure 7(a) shows that there 
is no heat flow from the block to the adjacent channel via 
substrate (zero gradient). For this reason, there is no cluster 
of isotherms near the top wall. At high values of substrate 
conductivity Ks/Kf = 100 the isotherms inside the substrate 
are arranged vertically. This represents that the energy from 
the bottom of the block is spreading well so that not only 
transverse conduction but also the axial conduction is in
creased. In general, temperatures over the block decreased with 
increases in Reynolds number and substrate conductivity. Also, 
at the high values of substrate conductivity a significant portion 
of the heat from the block is transported to the adjacent chan-
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nel via the substrate conduction. This is reflected as densely 
packed isotherms near the top wall in Fig. 1(b). This can be 
shown more obviously in Fig. 8, which shows the effect of 
substrate conduction on temperature distribution in the middle 
of the cavity and in the middle of the block. As a consequence, 
the repeated condition temperatures at Si and S2 surfaces for 
the given streamwise location are exactly same. The temper
ature inside the block is the maximum for the case of adiabatic 
substrate and the temperature inside the block monotonically 
decreases with an increase in substrate conductivity. Due to 
the repeated condition on Sj and S2, the temperature at the 
top wall increases with an increase in substrate conductivity. 
It is important to examine the temperature rise at the top wall 
and the temperature drop in the cavity and inside the block. 
The block benefits the most by lowering its maximum tem
perature. 

From Figs. 5 and 8 it is clear that the location of the max
imum velocity (du/dy = 0) is not the location of the zero 
temperature gradient (dd/dy = 0). In this light, the simulation 
of the repeated boundary condition by Davalath and Baya-
zitoglu (1987) is only applicable to high Peclet number laminar 
flows. However, the procedure adapted in this study is uni
versal for simulating the repeated boundary condition (Kim et 
al., 1991). Details of the local temperature and solid-fluid 
interface heat flux distributions can be found elsewhere (Kim, 
1993). 

Nusselt Number for Block Surface. The local Nusselt num
ber (NuA) for the block surface exposed to the fluid is defined 
as 

400 

Nu6 = hw/Kj= 
1 

3 

300 -

200 -

100 -

-100 

0 

(6w-db)dn 
(22) 

Fig. 9 Local Nusselt number distribution over the block 

Figure 9 shows the typical distributions of local Nusselt 
numbers along the block surface for different substrate con
ductivities for tall and flat blocks. Generally, the local Nusselt 
number has a distribution similar to that of the heat flux. 
Nusselt number is maximum at the top upstream corner of the 
block and decreases along the downstream and rear and front 
surfaces. It should be reiterated that the temperature distri
bution along the block surface is nearly constant. As shown 
in Fig. 9, an increase in the substrate conduction results in a 
slight increase in the Nusselt number. This slight increase in 
Nu6 was found for other block spacings and all other geometric 
parameters studied here. Substrate conduction decreases both 
the heat flux and the surface temperature. However, the ratio 
of the heat flux to the temperature increases with an increase 
in the substrate conduction, thus resulting in an increase in 
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number was found to be proportional to Re0,82. Anderson and 
Moffat (1990) experimentally showed that the average Nusselt 
number is proportional to Re0'8. Wirtz and Chen (1991) ex
perimentally showed that the average Nusselt number is pro
portional to Re0,63 as a lower bound. Thus our numerical 
predictions are consistent with the experimental results of other 
investigators. Substrate conduction increases the average Nus
selt number slightly and the effect remains almost the same in 
the whole Re range. This behavior exists in the range of geo
metric parameters examined. 

The impact of substrate conduction is less for flat blocks 
compared to that of tall blocks. As seen in the average Nusselt 
number distribution, however, it is only an indicator of the 
thermal performance of the block, which is exposed to the 
fluid. Considering the fact that the module has multiple paths 
for convective, conductive, and/or cooling modes, thermal 
performance in an electronic cooling area is often specified in 
terms of its overall resistance. Thermal resistance per unit 
length (thermal resistance) in this study is defined as the tem
perature difference between maximum temperature inside the 
block and the bulk temperature. It should be noted that the 
resistance of the convective cooling is the reciprocal of the 
Nusselt number. Nondimensional overall thermal resistance is 
given by 

Re 

(b) Flat Block 

Fig. 10 Distribution of average Nusselt number for different Reynolds 
numbers and geometric parameters 

Nuft. This is quite contrary to the results of Ramadhyani et al. 
(1985) and Incropera et al. (1986). In their conjugate heat 
transfer studies small isothermal heat sources with a large 
substrate were considered both in laminar and in turbulent 
flows. Results showed substrate conduction decreased the Nus
selt number over the source. Since isothermal heat sources 
were considered, substrate conduction reduced the heat flux 
to the fluid from the source while the temperature remained 
the same, which resulted in a decrease in the local Nusselt 
number. However, this study shows substrate conduction re
duces not only the heat flux to the fluid from the source, but 
also the temperature of the block source so that the Nusselt 
number increases with an increase in the substrate conduction. 

Overall Thermal Performance. Based on the local Nusselt 
number, the average Nusselt number for the block (Nu6) is 
defined as 

Nui = 
1 

1 - ^ 
w 

I 
2/? 

1+ — 
mhd\ - (23) 

Figures 10(a) and 10(6) show average Nusselt numbers for 
different Ks/Kf, s/w, and d/w values as a function of Re for 
tall block and flat blocks, respectively. The average Nusselt 
number generally increases with an increase in Re and block 
spacing, and with a decrease in the channel width (d/w). The 
linear increase of an average Nusselt number (on a log-log 
scale) with respect to Re, and the strong dependency on the 
channel width was also found in the experiments of Garimella 
and Eibeck (1990). In this investigation the average Nusselt 

R = RlKf=(6mm-6b) (24) 

where R, is the dimensional resistance and is defined as Rt = 
(Tmm - Tb)/Q'"wH. 

Figure 11 shows the overall thermal resistance variation with 
Re and Ks/Kf for tall and flat blocks. It is shown that the 
thermal resistance decreases with increase in Reynolds number 
and the substrate conductivity. A larger block spacing and 
smaller channel height contribute in reducing the thermal re
sistance. Most of the decrease in thermal resistance occurs in 
the conductivity range of 0 to 20; however, it continues to 
decrease when substrate conductivity increases further. The 
same trend can be found for the effect of Reynolds number 
such that the thermal resistance decreases quite linearly as the 
Reynolds number increases. The impact of Reynolds number 
is more pronounced for lower substrate conductivity while the 
impact of substrate conduction is more pronounced for lower 
Reynolds numbers. The increase in Reynolds number and the 
substrate conductivity continues to contribute to the decrease 
in thermal resistance in turbulent flow. Between the two ways 
to reduce thermal resistance, it might be better to increase the 
substrate conductivity while holding Re constant since there 
is no additional pressure drop penalty. It should be recalled 
that this conclusion is based on the simplifying assumption 
that the thermal contact resistance between heat-generating 
components and the substrate is neglected. Although consid
eration of thermal contact resistance would reduce the quantity 
of substrate conduction, it will not mitigate the importance of 
substrate conduction. 

Correlations for Friction Factor and Overall Thermal Re
sistance. The least-square method was used to develop cor
relations for the friction factor (/) and the overall thermal 
resistance (R) using the numerically established data. The 
correlations for thermal resistance are presented in two dif
ferent equations in order to emphasize the effect of substrate 
conduction. The correlations for average Nusselt number over 
the block surface are presented in terms of the same parameters 
in Kim (1993). 

The correlation equations for/and R are as follows: 
, \ -2 .75 / \ 1.73 / A -0.416 

/ = 0.042 Re"U-U8 

For Ks/Kf = 0, 

'-d 
1+- (25) 
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Toll Blocks (h/w=0.5) Flot Blocks (h/w=0.25) 

Fig. 11 Variation of overall thermal resistance of a turbulent PDF module with respect to Reynolds number 
and substrate conductivity: (a) hid = 1/3, s/w = 1, {b) hid = 1/2, s/w = 0.5, (c) hid = 1/2, slw = 1 

directions to simulate the presence of a series of channels. 
Governing equations for two-dimensional PDF modules were 
solved by a finite volume technique. The k-e model was used 
for turbulent closure. The solution technique was validated by 
comparing the experimental data for a single parallel plate 
channel and single channels with surface-mounted blocks 
(Sparrow et al., 1982; Wirtz and Chen, 1991). In addition, 
numerical predictions were found to be qualitatively consistent 
with the experimental results of Garimella and Eibeck (1990) 
and Wirtz and Chen (1991) under limiting conditions. Cal
culations were performed for a wide range of independent 
parameters (Re, Ks/Kj, s/w, d/w, and h/w). The key findings 
are as follows: 

1 A double cyclic problem is defined for considering pe
riodically fully developed flow and heat transfer in the stream-
wise direction and repeated condition in the transverse 
direction. Results are successfully obtained for turbulent PDF 
module with/without the substrate conduction. 

2 The presence of the block directly affects the increase in 
the kinetic energy near the top surface of the block, which 
plays a major role in determining the flow characteristics. Any 
parameter that increases the effective kinetic energy contributes 
to an increase in the friction factor. The friction factor de
creases slightly or stays nearly constant with an increase in the 

£ = 30.915 (Rer0-701(l-jV (\+±\ (d/w)™14 

For Ks/Ks * 0, 

£ = 26.136 (Re)"0'6331 \--\ (1 + 
, \ -1.183 / \ -0.708 

h\ . s^ 

(26) 

dl \ w 
/t\lM/*r\ _0-083 

*^"a(i) (I) P> 
Coefficients of determination for friction factor, thermal 

resistance for Ks/Kf = 0, and Ks/Kf * 0 are 0.985, 0.998, and 
0.978, respectively. These correlations are not only useful to 
design engineers but also reveal the impact of independent 
parameters on the overall thermal resistance and friction factor 
for the PDF modules. 

Summary 
Turbulent heat transfer and fluid flow between a series of 

parallel plates with surface-mounted heat generating blocks 
was studied numerically. A periodically fully developed flow 
(PDF) module was isolated for the purpose of computation. 
Repeated boundary conditions were imposed in cross-stream 
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Reynolds number. However, it increases with a decrease in the 
channel width and an increase in block spacing. The friction 
factor is shown to be higher than that of the parallel plate 
channel with the same height. Parametric effects on the friction 
factor are generalized with a correlation (Eq. (25)). 

3 The temperature of the block surface can be reduced with 
an increase in Reynolds number and substrate conduction. The 
distributions of Nu6 and 7? are reflected from the temperature 
and heat flux at the block surface. However, it seems that the 
thermal resistance is a better indicator to measure the cooling 
performance in presence of multiple modes of cooling. The 
Nusselt number increases with an increase in the Reynolds 
number and increases slightly with an increase in the substrate 
conductivity. The opposite trend is found for the thermal re
sistance. The substrate conduction effect is very apparent in 
the graph showing the variation of thermal resistance with the 
independent parameters. It decreases with an increase in block 
spacing and with a decrease in channel width. Also, flat blocks 
have less thermal resistance than tall blocks with the same 
geometric parameters and Re. 

4 Consideration of the substrate conduction is critically im
portant in the design and analysis of electronic component 
cooling. Absence of the substrate conduction is shown to be 
detrimental to the cooling performance of the channel for a 
given amount of heat generation. On the other hand, by con
sidering the substrate conduction effect, a more compact and 
efficient design can be achieved for the cooling channel. 
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Generation of Longitudinal 
Streamwise Vortices—A Device for 
Improving Heat Exchanger Design 
Laminar flow and heat transfer characteristics in a rectangular channel, containing 
built-in vortex generators of both the slender delta-wing and winglet-pair type, have 
been analyzed by means of solution of the full Navier-Stokes and energy equations. 
Each wing or winglet pair induces the creation of streamwise longitudinal vortices 
behind it. The spiraling flow of these vortices serves to entrain fluid from their 
outside into their core. These vortices also disrupt the growth of the thermal boundary 
layer and serve ultimately to bring about the enhancement of heat transfer between 
the fluid and the channel walls. The geometric configurations considered in the 
study are representative of single elements of either a compact gas-liquid fin-tube 
crossflow heat exchanger or a plate-fin crossflow heat exchanger. Physically, these 
vortex generators can be mounted on the flat surfaces of the above-mentioned heat 
exchangers by punching or embossing the flat surfaces. They can also act as spacers 
for the plate fins. Because of the favorable pressure gradient in the channel, the 
longitudinal vortices are stable and their influence persists over an area many times 
the area of the slender vortex generators. From a heat transfer point of view, the 
delta-wing generator is found to be more effective than the winglet-pair. However, 
most convective heat transfer processes encounter two types of loss, namely, losses 
due to fluid friction and those due to heat transfer across finite temperature gradient. 
Because these two phenomena are manifestations of irreversibility, an evaluation 
of the augmentation techniques is also made from a thermodynamic viewpoint. 
Conclusions that are drawn thus include discussion about the influence of vortex 
generators (wings/winglets) on irreversibility. 

Introduction 
Augmentation of heat transfer is of special interest in chan

nel flows where the rate of the heat transfer between the fluid 
and the channel walls deteriorates as the boundary layer grows 
on the channel walls and the flow tends to become fully de
veloped. Protrusions can be mounted on these channel walls 
in order to disrupt the growth of the boundary layer and 
thereby enhance the heat transfer between the flowing fluid 
and the channel walls. Two relevant applications using this 
kind of flow configuration are the heat transfer between the 
gas and the fin in the case of gas-liquid fin-tube crossflow 
heat exchangers and the heat transfer between flowing fluid 
and plates in the case of plate-fin heat exchangers (Fig. 1). 
The evolution toward a fully developed flow can be disturbed 
by using a multilouvered surface geometry for the plates. In
vestigation by Achaichia and Cowell (1988) provides detailed 
performance data for louvered fin surfaces. However, in using 
louvered fins, enhancement is obtained at the price of high 
pressure drop. To circumvent this difficulty, protrusions in 
the form of slender delta-wings or winglets can be deployed 
(Fig. 2). As shown, the base of the wing remains attached to 
the fin and the apex faces the incoming stream with an angle 
of attack with this configuration. The longitudinal vortices are 
generated along the side edge of the wing-shaped vortex gen
erator due to the pressure difference between the front surface 
facing the flow and the back surface. These longitudinal vor
tices, generated by the vortex generators, can be made to dis
rupt the growth of boundary layer in a channel by exchanging 
the fluid from the near-wall region with the channel-core region 
and thus they can serve to enhance the heat transfer rate while 

Liquid 
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Fig. 1 Typical arrangement of heat exchanger cores: (a) gas-liquid fin-
tube crossflow; (b) plate-fin (single or multipass) 

producing less of a pressure drop. Because of these advantages, 
the effect of delta-wing and winglet-pair on heat transfer in a 
channel flow is the subject of investigation in this study. 

The configuration used in this study closely resembles an 
element of a core region of the kind of heat exchangers men
tioned above (Fig. 2). The wings or winglets protrude out of 
fins or plates, and can also serve the purpose of spacers. Use 
of longitudinal vortices for boundary layer control is well 
known (Pearcy, 1961) and the vortex generators are used in 
commercial airplanes for this purpose. Experimental investi
gations due to Fiebig et al. (1986, 1991) and Tiggelbeck et al. 
(1992) can be referred to in connection with augmentation of 
heat transfer by means of longitudinal vortices. Velocity field 
and heat transfer measurements were reported for slender wings 
embedded in a turbulent boundary layer (Eibeck and Eaton, 
1987). Despite the presence of turbulent diffusion, the influ
ence of longitudinal vortices on momentum and energy trans
port could be traced to a location as far downstream as 60 
wing chords behind the delta winglet. Computational studies 
on related topics have been performed by Fiebig et al. (1989) 
and Biswas and Chattopadhyay (1992) for laminar flows in a 
delta-wing geometric configuration placed inside a channel. 
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Fig. 2 Flow model for computation 

Both studies discussed the influence of angle of attack and 
Reynolds number on velocity and temperature fields. 

The present paper gives quantitative performance data for 
a delta-wing and winglet-pair in a channel with different angles 
of attack and a wide range of operating conditions. It also 
compares the performance of wings and winglets by taking 
into account two parameters: the augmentation of heat transfer 
and the associated flow losses. Finally, the irreversibility 
brought about by the heat transfer processes involving delta-
wings and winglet-pairs is considered. An evaluation of the 

energy exchange process from this standpoint is called second-
law analysis (Bejan, 1977, 1979). Based on an evaluation of 
the irreversibility, this study is able to draw some conclusions 
about the efficient use of thermal energy. 

Statement of the Problem 
Computation is performed in a channel formed by two 

neighboring fins (Fig. 2). An obstacle in the form of a delta-
wing or winglet-pair (of zero thickness) is placed inside. The 
base of the wing is fixed on the bottom wall and the apex faces 
the incoming flow stream at an angle of attack. In the case of 
the winglet-pair, one side of each is fixed on the bottom wall 
and the trailing edge of each is free. Since symmetry prevails 
in the central vertical plane of the channel, the flow field in 
only half of the channel is computed. The dimensionless equa
tions for continuity, momentum, and energy for this problem 
may be expressed in their conservative forms as follows: 

dU 3V dW n 
D=VC+JY+JZ-=° 

3U dlf dUV dUW 

dr + dX + 3Y + 3Z 

3V dUV dV2 dVW 

dr+ 8X + dY+ dZ 

dW dUW WW dW2 

3T+ dX + dY + dZ~ 

dd_ dUl dVd dWd 

dr+ dX+ dY+ dZ Re-Pr 

dp 
-8X+ 

dP 
~dY+ 

dP 

-Vz+ 

v2e 

v2u 
Re 

V2V 

Re 

V2W 

Re 

(1) 

(2) 

(3) 

(4) 

(5) 

In the equations above, velocities have been nondimension-
alized with the average incoming velocity Uav at the channel 
inlet, all lengths with channel height H, the pressure with 
pU2

av, and the nondimensional temperature is defined as 9 = 

B 
Br 

b 

cf 

cf 

cP D 

Ec 

H 
h 

J 

k 

Nsi 

Nu 

= channel width 
= ratio of wing span to 

width of the channel = 
b/B 

= wingspan 
= skin friction = 

[2(du/dy)„]/(pU2
av) 

= combined spanwise aver
age friction coefficient, 
Eq. (7) 

= specific heat of the fluid 
= divergence of velocity 

vectors, Eq. (1) 
= Eckert number = U2

av/ 
C T 

= channel height 
= heat transfer coefficient 

= -k(3T/dy)w/(Tw -
Tb) 

= mean Colburn factor = 
Nuc/(Re Pr1/3) 

= thermal conductivity of 
the fluid 

= rate of nondimensional 
entropy generation per 
unit volume, Eq. (13) 

= local Nusselt number 
based on bulk tempera
ture of the fluid 

Nuxe 

Nu 

Nuc 

P 

P 
Pr 

Q 
Re 

r 

S 
T 

Tb 

t 
U, V, W 

u, v, w 

X, Y,Z 

local Nusselt number 
based on entry tempera
ture of the fluid, Eq. (24) 
spanwise average Nusselt 
number 
average Nusselt number 
for the entire channel 
nondimensional pressure 
=p/pu2

av 

pressure 
Prandtl number = p,Cp/k 
wall heat flux 
Reynolds number 
= UavH/v 
ratio of wall temperature 
to ambient temperature 
= T /T 
wing area 
temperature 
average bulk temperature 
for the entire channel 
time 
axial, vertical, spanwise 
components of velocity 
axial, vertical, spanwise 
components of velocity 
axial, vertical or normal, 

x,y, z 

eb 

A 

a = 
T = 

Subscripts 
av -
b = 

sa = 

w 
1 
2 

and spanwise coordinates 
(normalized by H) 
axial, vertical or normal, 
and spanwise dimension 
of coordinates 
aspect ratio of the chan
nel = B/H 
Kronecker delta 
average nondimensional 
bulk temperature for the 
entire channel = (Tb -
Ta)/(T„ ~ To,) 
aspect ratio of the wing 
dynamic viscosity of the 
fluid 
kinematic viscosity of the 
fluid 
stress tensor 
nondimensional time 

average 
bulk condition 
spanwise combination of 
top and bottom plate 
wall 
bottom fin-plate 
top fin-plate 
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1—Midplane 

of 
the wing 

Main Flow 

Fig. 3(a) Grid spacing in the computational domain and the location 
of the wing-type vortex generator 

Fig. 3(b) Three-dimensional staggered grid showing the locations of 
the discretized variables 

(T - T„)/ (Tw - r„). Boundary conditions of interest in this 
investigation are: 

Top and bottom plates: 

u = v=w = 0; T=T„ 

Side wall (z = B/2) and midplane (z = 0): 

r) = (f)=°= (?) 
\dz) \dzj \dz/ 

At the channel inlet: 
u = u(y), v=w = 0; T=T„ 

At the exit, a smooth transition through the outflow boundary 
is ensured by setting: 

w- = 0 

d2u d2v 
dx2~dxi~ dx2' 

d2T 
dx2 = 0 

No-slip boundary conditions for the velocities on the ob
stacles are used. The details of kinematic boundary condition 
on the surface of the vortex-generators are discussed elsewhere 
(Biswas et al., 1989; Biswas and Chattopadhyay, 1992). The 
temperature of the obstacle is considered constant and equal 
tor,,. 

Method of Solution 
A modified version of the Marker and Cell (MAC) method 

of Harlow and Welch (1965) and Hirt and Cook (1972) is used 
to obtain the numerical solution of Eqs. (l)-(5). The com
putational domain is divided into a set of Cartesian cells (Fig. 
3a). A staggered grid arrangement is used such that the velocity 
components are defined at the center of the cell faces to which 
they are normal (Fig. 3b). The pressure and temperature are 
defined at the center of the cell. 

In practice, the wings can easily be manufactured by punch
ing or embossing the wall. In some computational results, the 
effects due to the hole beneath the vortex generator have been 

taken into account. The heat exchanger core is considered to 
have a number of plates and on each plate the vortex generators 
are punched out in such a way that the holes are perfectly 
aligned. In our computational domain, a small part of the top 
and bottom boundaries are set so as to identify the punched 
holes. For this purpose spacewise periodic boundary conditions 
on the locations of the punched holes have been employed in 
the v direction. Such boundary conditions have already been 
discussed in the earlier work of Biswas and Chattopadhyay 
(1992). However, for plate^fin heat exchangers, no hole exists 
underneath the vortex-generators in order to avoid mixing of 
the hot and cold streams. 

Twofold solutions for the velocities are obtained. First the 
velocity components are advanced explicitly using the previous 
state of the flow, having calculated accelerations caused by 
convection, diffusion, and pressure gradients through a time 
step 5T. The explicit time increment may not necessarily lead 
to a velocity field with zero mass divergence in each cell. In 
the subsequent fold, adjustment of pressure and velocity is 
done by an iterative process in order to ensure mass conser
vation in each cell. This iterative correction of the velocity 
field through the "implicit" continuity equation is equivalent 
to the solution of Poisson's equation for pressure. The process 
is repeated successively in all cells until no cell has a magnitude 
D greater than 10~4. This solution scheme is continued until 
a steady flow is obtained. After evaluating the correct veloc
ities, the energy equation is solved with a successive overre-
laxation technique to determine the temperature field. 

The convective terms of Eqs. (2), (3), (4), and (5) are dis
cretized by a weighted average scheme (Hirt et al., 1975), which 
combines upwind and central differencing to achieve the sta
bility of the upwind method and better formal accuracy of the 
central differencing. The following example in conjunction 
with Fig. 3(6) illustrates the essence of this discretization 
scheme. The second term of the x-momentum equation [dUV/ 
dY] is discretized as 

dUV 
dY i,j,k 

~'~48Y [{Vi^k+ K '+i,,\*)(£//,y,* + Uu+i,k) 

+ ap\(Vi,k+Vi+ 

•Wj-ltk+vi+ 

-\,j,k) I (UiJ,k~ UiJ+\,k) 

l,j-i,k) ( t/(,y—!,*•+ UiJ.k) 

-a„\ ( Vij_uk+ V,+ lJ-lik) I (£/,•,,•_,,*- Ujj,k)] 

The factor ctp serves to balance the upwind contribution. If ap 
—• 0, the difference equations are centered in space. In the 
present paper, the factor ap was restricted between 0.2 and 0.3 
so that the formulation can retain "something" of the second-
order accuracy (Roache, 1972). Runchal and Wolfstein (1969) 
and Timin and Esmail (1983) used this discretization scheme 
to compute driven cavity flows. Their results compare favor
ably with those of the second-order schemes. However, in the 
present problem of a channel with a built-in delta-wing, for a 
grid size of 40 X 15 x 26 (in the x, y and z directions, respec
tively) and Reynolds number of 500, the CPU time with respect 
to steady solution was 2 h 15 min and 36.2 s on an HP-9000/ 
850 series computer. 

An effort was undertaken to obtain grid-independent results. 
For Re = 500 and Pr = 0.7, in a channel (a = 2) with a built-
in delta wing (A = 1) at an angle of attack (/3) of 26 deg, 
reasonable agreement between the results obtained for 15 x26 
and 20 x 30 cross-stream grids was found. It may be mentioned 
that for a 15 x 26 cross-stream grids, 60 grid nodes were taken 
in thex direction for a nondimensional length of 8.4. Similarly, 
for Re = 500 and Pr = 0.7, in the channel with a built-in 
winglet-pair at an angle of attack 32 deg, grid-independent 
results were obtained for a grid size of (76x30x15). Grid 
independence was also tested for other geometric and flow 

590/Vol . 116, AUGUST 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



parameters. In each case, beyond a small value ( ± 4 percent), After evaluating this quantity, we integrate Ns3 over the entire 
further refinements of grid size were not computationally eco- volume to get total nondimensional volumetric entropy gen-
nomical. eration in the channel as: 

Evaluation of the Performance Parameters Ns = 1 5 1 Ns3 dXdYdZ (14) 

Nusselt Number and Skin Friction. In order to have a M e r i t F u n c t i o n i I f Q i s t h e t o t a l r a t e o f h e a t t r a n s f e r , then 
quantitative estimation of the heat transfer performance, the n _ r (T ~ . ~ R r 

combined spanwise average Nusselt number 

,B(ql + q2)(H/k) 

Q = hc(Tw - Tb) 2BL, or 

Nu,„ = -
fl/2 »£/2 J a/ 

(Tw2(x,z)-Tb(x))dz 
o 

(6) 

has been calculated at each longitudinal location in the channel. n-0(n/u\W ki IT-T\ 
Similarly, for an accounting of the flow losses, the combined M-^P/tl) Nuc KL ( / w - lb) 
spanwise average friction coefficient has been calculated from: Equation (15) can be rearranged as: 

(15) 

*r(&~r© * 
\ UlvVB) 

(7) 

Q^2(B/H) kLNucTjl--\ew-db) (16) 

The rate of exergy transfer accompanying energy transfer at 
a rate of Q is given by Moran (1982) as 

The average Nusselt number for the entire channel is calculated 
as Qa=Q 1 1- i 

r 
(17) 

Nu, 
1 ?L — 

L Jo 
Nu.«4x (8) 

Entropy Generation. The rate of entropy generation per 
unit volume is given by Kirkwood and Crawford (1952) as: 

where Ta, the exergy reference environment temperature, has 
been considered as the ambient temperature T„. The wall tem
perature T„ has been considered as a suitable temperature at 
the surface where heat transfer takes place. If S is the total 
rate of entropy generation (dimensional), the destruction of 
exergy is 

S3=-~2(g-VT)-^(a:AV) (9) 
I = T S = lTJ 

r 
(18) 

The first term on the right-hand side of Eq. (9) may be written 
as: 

1 , ™ k 3T\ * /dt\2 /3TX n 

dx) +\dy) +\dz 

As such, the total rate of entropy generation, 5, may be written 
as 

(10) *41Ii Ns3 d{HX)d(HY)d(HZ) 

The second term on the right-hand side of Eq. (9) is expanded 
as 

After invoking the incompressibility condition, Eq. (11) can 
be written as: 

Invoking Eq. (14) in Eq. (19), we obtain 

S = HkNs 
, dUi du:\ du, , , „ 

f* r + a F ( H ) Finally, Eqs. (18) and (20) will yield 

/ = - T„HkNs 
r 

(19) 

(20) 

(21) 

(a: VV) _ix 
T ~T 

, . duV dvY dw 

du dv\ (dv dw\ (du 3w 

A merit function is defined as the ratio of exergy transferred 
to the sum of exergy transferred and exergy destroyed 

+ |—H + —'H 1 + h 
^dy dxj \dz dy/ \dz dx 

(12) 
M= Qa 

Qa + I 
(22) 

Substituting for Qa from Eq. (16) and / from Eq. (21), we 
Use of Eqs. (10) and (12) in Eq. (9) and nondimensionalization obtain 
yields: 

Ns3 = 
SiH1 M= 

2(B/H)(r-lYNuc(.6w-eb) 

2(B/H) (/•-1)2 NuJ0„-6b) + Y'Ns 

(23) 

(r-lf 
[ 0 ( r - l ) + i r 

Ec-Pr 
~[d(r-l)+l]' 

dd\ /dd_\ fde_ 
dXJ + [dYj + \dZ 

>"%+(%+(% 

(du dv\2 (dv dw\2 (dv dwV 

This merit function is now evaluated for various flow param
eters in a channel using delta wing or winglet pairs as vortex 
generators. However, it might be observed that Eq. (23) is 
another form of second-law efficiency (Moran, 1982). 

Results and Discussion 
A number of computations have been performed with a 

(13) delta-wing or a winglet-pair as vortex generator. When we 
envision a wing moving in an infinite medium, the wake grows 
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Fig. 4 Cross-stream velocity vectors at different axial locations behind 
the wing showing generation and deformation of vortices in the channel 
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Fig. S Static pressure distribution at different axial locations behind 
the delta wing 

longer and basically becomes a swirling flow supported by 
trailing vortices. However, the flow in a channel with an at
tached delta-wing shows no trailing edge vortices. Figure 4 
shows the generation of vortices and their deformation as they 
move along the channel in presence of a delta-wing. Defor
mation takes place due to the reduction in strength of the 
vortices, which is brought about by the viscous resistance of 
the walls. The cross-stream velocity vectors at different axial 
locations can be seen in this figure. Figure 5 illustrates the 
static pressure distribution on the cross planes at the same axial 
locations and for the same geometric and flow parameters as 
those of Fig. 4. The nondimensional static pressure (p/pU2

m) 
contours follow the same qualitative trends as those observed 
in experiments conducted by Hummel (1978). 

Figure 6 shows the isotherms over eight cross planes located 
at eight different axial locations in a channel for Re = 1500 
and Pr = 0.7. It is seen that as the fluid stream moves from 
an axial distance X = 1.268 to X = 5.706, the value of the 
isotherms in the core region increases and consequently the 
bulk temperature keeps on rising. The relative location of the 
wing has been shown clearly in this figure. Due to the spiraling 
structure of the flow behind the wing, there is a mixing of the 
cooler stream of the core with the hot fluid from the wall and 
thus, as can be seen, the core temperature rises in the down
stream. 

The influence of angle of attack of the wing-type vortex 
generators on heat transfer and the effect of Reynolds number 
on heat transfer in a channel with built-in wing-type vortex 
generators have been discussed in detail, in the work of Biswas 

and Chattopadhyay (1992). In their study, a fully developed 
velocity profile was considered at the inlet of the channel. For 
a developing flow, the effect of flow development in the chan
nel and the effect of vortex generators on the flow field are 
superimposed downstream. In the earlier study, in order to 
distinguish the effect of vortex generators (to eliminate the 
effect of flow development), a fully developed velocity profile 
at the inlet was deployed. However, here we shall include the 
effect of developing flow and the influence of punched holes 
beneath the vortex generators on the heat transfer perform
ance. Figure 7 shows the comparison of cross-stream velocity 
vectors at different axial locations from the inlet of the channel 
for the cases without and with stamping on the solid walls. 
Due to the stamping on the walls, a velocity field normal to 
the vortex motion is induced in the downstream direction. This 
induced downward normal velocity field reduces the strength 
of the vortex flow and, as compared with the case where there 
is no stamping, a decayed circulatory flow pattern is observed 
at the same axial location. Figure 8 shows the heat transfer 
performance in a channel for a simultaneously developing flow 
(Kakac et al., 1987) in presence of a delta-wing. Figure 8 also 
compares the heat transfer on the channel walls for the cases 
with and without stamping. For the case without stamping, in 
the region of the wing (from X = 2.92 to X = 3.79), the 
combined spanwise average Nusselt number rises to a high 
value of 10 and then takes a plunge. A small dead water zone 
exists in the immediate neighborhood behind the wing-wall 
junction, which causes poor heat transfer at that location. 
However, downstream of the wing, heat transfer is increased 
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Fig. 6 Isotherms at different cross planes in the channel in presence of built-in delta wing 

remarkably as compared with the plane channel flow. As such, 
even for a very long channel (X = 10.28), enhancement of the 
heat transfer at the exit of the channel is more than 46 percent. 
The enhancement is not so pronounced when the effect of a 
punched hole beneath the wing is taken into account. Due to 
the downward normal stream at the cross planes (as shown in 
Fig. 7), the strength of longitudinal vortices is reduced to a 
great extent although a spiraling flow pattern still exists. The 
improvement in the heat transfer coefficient is relatively less 
than that of the case without any punched hole (about 29 
percent over the plane channel at the exit plane). 

Figure 9 illustrates the relative heat transfer performance of 
delta-wing and winglet-pair configurations with other geo
metric and flow parameters unchanged. The main difference 

between the wing and winglet is that the winglet has a free 
trailing edge, whereas the wing has no trailing edge (wing-span 
is attached to the plate). However, delta-wing produces stream-
wise vortices with higher strength, which brings about better 
improvement in heat transfer as compared with built-in winglet 
pair. In a moderately long channel (X = 8.4), the enhancement 
in combined spanwise Nusselt number for a built-in delta-wing 
08 = 26 deg, A = 1, and Br = 0.42) at the exit of the channel 
is more than 34 percent than that of a plane channel. This 
enhancement for the winglet-pair at the same location is about 
14 percent. Therefore, from a heat transfer point of view, the 
delta-wing is found to be more effective than the winglet-pair. 

Figure 10 shows the influence of angle of attack of the 
winglet-pair on combined spanwise average Nusselt number in 
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Fig. 7 Effect of stamping on cross-stream velocity vectors at different axial locations in the channel with 
delta wing as the obstacle 
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Fig. 9 Effect of type of obstacle on the distribution of combined span-
wise average Nusselt number in the channel; developed profile at the 
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Fig. 8 Effect of stamping on the distribution of combined spanwise 
average Nusselt number in the channel; simultaneously developing flow 

the channel. At a nondimensional distance of 4 from the inlet, 
for an angle of attack of 20 deg, we observe an enhancement 
of 30 percent in the combined spanwise average Nusselt number 
over the case of a plane channel. Now, at the same location, 
for an angle_of attack of 26 deg, an improvement of about 6 
percent in NuJ0 over the case of the 20 deg angle of attack is 
obtained. However, at the same location, an improvement of 
12 percent over the case of 20 deg angle of attack is discerned 
for j3 = 32 deg. The winglets with higher angle of attack 
produce vortices with higher strength, which in turn results in 
improved heat transfer. 

Figure 11 shows the distribution of combined spanwise av
erage friction coefficient ( Cf X Re, Eq. (7)) for three different 
cases. The plot clearly shows the effect of stamping on the 
distribution of (C/ x Re). Here we have considered a simul
taneously developing flow. Vox a long channel, at the exit (X 
= 10.28), the increase in (Cf X Re) for the case with a built-

1 Re = 500, Pr = 0,7 ,£* = 2.0, A = 1.0, Br = 0.39 

R Winglet pair; without stamping 
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• v ^ ^ ^ ^ _ _ 
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Fig. 10 Effect of angle of attack of winglet pair on the distribution of 
combined spanwise average Nusselt number in the channel; developed 
profile at the inlet 
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Fig. 12 Effect of type of obstacle on the distribution of combined 
spanwise average friction coefficient in the channel; developed profile 
at the inlet 

in vortex-generator (without stamping) over that for a plane 
channel is about 64 percent. On the other hand it was noted 
that the value of friction coefficient (C/ X Re) is 49 percent 
more for this case than the plane channel value when the effect 
of the punched hole under the wing is taken into account. The 
reason for this reduction in friction coefficient is attributed to 
the spiraling flow with relatively less vortex strength. This last 
fact is also evident from Fig. 7. 

Figure 12 shows the distribution of combined spanwise av
erage friction coefficient (C/ X Re) in the channel for the 
wingand winglet-pair and compares them with the distribution 
of (Cf x Re) in a plane channel. As mentioned earlier, delta-
wing generates stream wise vortices with higher strengths. In
creased frictional losses are due to steeper velocity gradients 
at the walls. These losses rise with vortex strength, and as a 
consequence, (Cf X Re) is higher for vortices with higher 
strength. At the channel exit (X = 8.4), (Cf x Re) for a 
delta-wing is about 79 percent more than_for the plane channel 
flow. For winglet-pair, the increase in (Cf x Re) at the same 
location, over the case of a plane channel flow, is nearly 65 
percent. 

Figure 13 shows the effect_of varying the angle of attack of 
the vortex generators on (Cf X Re) while keeping the size 
constant. Increasing the angle of attack has the effect of in
creasing vortex strength, which in turn increases resistance and 
consequently a higher value of combined spanwise average 
friction coefficient is obtained. 

Figure 14 shows the total entropy generation in the channel 
at various Reynolds numbers (in the range of 500-3000) for 
two different cases, namely, with a built-in delta-wing and 

Pr = 0.7, Of =2.0, A=I.O, j8 = 20°, Br = 0.33 
Tw /T f f l = 1.3; Without stamping 

500 1000 2500 3000 3500 1500 2000 

Re 

Effect of type of obstacle on the variation of volumetric entropy Fig. 14 
generation with Reynolds number 

winglet-pair. It is evident that for all the Reynolds numbers, 
the entropy generation in the case of a built-in delta-wing is 
much more than that of a delta winglet-pair. With increasing 
Reynolds number, the delta-wing generates vortices of higher 
strengths. This culminates in steeper velocity gradients at the 
wall. As a result, frictional losses become high and conse
quently, the total generation of entropy becomes much more 
pronounced. 

Figure 15 shows the variation of merit function, M, with 
Reynolds number (in the range of 500-3000) for the built-in 
delta-wing and winglet-pair. The delta winglet-pair shows bet
ter performance than delta-wing with regard to merit function. 
For the case of heat transfer in a channel with a built-in wing-
pair, the increase in irreversibility associated with the increase 
in exergy transfer occurs at a relatively lower rate as compared 
to the case of a built-in delta-wing. Although with regard to 
augmentation of heat transfer in the channel, the built-in delta-
wing shows better performance, it can be certainly argued that 
the built-in winglet-pair is more effective with respect to ef
ficient use of energy. 

Comparison With Experiments 
The model validation was performed through comparison 

with some published experimental results. Local Nusselt num
bers along the centerline of the bottom plate with a delta-wing 
at an angle of attack of 20 deg were calculated. Reynolds and 
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Fig. 16 Comparison of computed results with experimental observation 

Prandtl numbers for this computation are 1815 and 0.7, re
spectively. Here local Nusselt number values are evaluated on 
the basis of entry temperature of the incoming stream as 

Nu„ = -

dT 
dy 

y=0,z=0. 

(H/k) 

[Twi{x)-T..] 
(24) 

lj> = 0 , z = 0 

Figure 16 shows that the computed values of local Nusselt 
numbers (with weighted average scheme) compare favorably 
with the experimental results of Fiebig et al. (1986). In the 
experiment, the channel walls had punched holes on them and 
the experimental results are closer to the computed results for 
the case with stamping. Computational results due to QUICK 
discretization scheme (Leonard, 1979), have also agreed closely 
with the experiment, except near the exit of the channel. The 
local heat transfer coefficients were determined by unsteady 
liquid crystal thermography. Measurement error is indeed min
imal in this process. The RSS uncertainty described by Moffat 
(1987) was below 4.3 percent for local heat transfer coeffi
cients. However, the small discrepancy between the experi
mental and numerical results could be attributed to physical 
boundary condition on the channel walls. It was not possible 
to maintain a perfect isothermal condition on the channel walls. 

We may mention that we have also compared the results 

Re X 10 
Fig. 18 Comparison between computational and experimental results 
for Colburn factor as a function of Reynolds number at different angles 
of attack 

due to our weighted average scheme of discretization with those 
due to the QUICK discretization scheme (Leonard, 1979), which 
is formally more accurate. The comparison is shown in Fig. 
17. The maximum discrepancy in Nusselt number is found to 
be less than 3 percent. 

Overall heat transfer performance data are validated through 
comparison with respect to the mean Colburn factor (j) using 
delta-wing for three different angles of attack. The experi
mental results were obtained from Fiebig et al. (1991). In the 
experiment, the reference plate-fin area started from the lo
cation of the base of the wing; its longitudinal extent was 7.5 
wing chord lengths and its lateral extent was four times the 
wing span. Identifying this zone on the bottom plate as the 
reference area, experiments were conducted in a plane channel 
and in a channel with a built-in delta wing at different angles 
of attack. Figure 18 shows the mean Colburn factor (j) versus 
Reynolds number of a delta-wing of aspect ratio 1.25 at various 
angles of attack. The numerical model and the experiment 
corroborate with each other reasonably well. The curves can 
be represented byy = C„, Re", where n and Care constants. 
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Concluding Remarks 
With the above-mentioned events in mind, we are now in a 

position to consider the practical application of this aug
mentation technique. The flow configuration resembles closely 
a single element of a cascade in fin-tube or plate-fin crossflow 
heat exchanger with a row of vortex generators. In practice, 
for such an exchanger the channel may not be allowed to be 
so long {X > 8.0), i.e., another row of vortex generators may 
be punched out or mounted before this length is reached in 
the downstream direction. In that event, at about X = 4 (refer 
to Fig. 9), augmentation of heat transfer due to winglet-pair 
is also quite substantial. Moreover, in the case of winglets, 
separation bubbles are not formed near the wing-plate junc
tion. It has also been seen that the flow loss (corresponding 
to the combined spanwise average friction coefficient) due to 
the winglet-pair is less than that due to the wing. Besides, due 
to formation of trailing edge vortices for the free trailing edge 
of winglet, the small zone of poor heat transfer as it is observed 
with the wing can be avoided. Thus, based on this and a 
comparative study of second-law efficiency, the use of winglets 
appears to be a more attractive augmentation technique. 
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Heat Transfer Enhancement Under 
Various Orientations Resulting 
From Attraction Mode Induction 
Electrohydrodynamic Pumping 
An induction electrohydrodynamic (EHD)pump in an axisymmetric configuration 
was designed and built to examine the heat transfer enhancement that accompanies 
fluid pumping. The apparatus was operated at several tilt angles between 0 (hori
zontal) and 90 while the augmentation of heat transfer was measured and compared 
to typical forced pumping and natural circulation. The increase in the overall con
ductance value for EHD pumping compared to typical forced pumping under tur
bulent flow conditions was as high as 71 percent. This corresponds to a much higher 
increase in the inside convection coefficient, which is the only resistance to heat 
transfer being affected by induction pumping. 

EHD Pumping 
Electrodynamic (EHD) pumping is produced by the inter

action of electric fields and free charges in a dielectric fluid 
medium. Pumping is achieved when electric fields push or pull 
charges through the fluid in a given direction. Therefore, the 
two basic requirements of EHD pumping are the presence of 
free charges in the fluid and the existence of electric fields to 
interact with the free charges. 

One method of creating free charges in a dielectric fluid is 
based on the establishment of an electrical conductivity gra
dient perpendicular to the desired direction of fluid motion. 
The resulting variation of the electric field requires a net charge 
inside the medium. These charges then interact with a traveling 
electric wave that is created along the walls of the pump, 
propelling the charges through the fluid and setting the fluid 
in motion. This results in an induction EHD pump. 

The electrical conductivity gradient can be obtained by sev
eral means. One method is based on the fact that electrical 
conductivity in dielectric fluids is often a strong function of 
temperature. Thus, if a temperature gradient exists, a con
ductivity gradient will also exist. 

In an induction EHD pump, the charges in the fluid come 
from the dissociation of molecules into positive and negative 
ions. Therefore, there are local regions of positive or negative 
charge, but the net electric charge in the fluid is zero. This 
differs from ion-drag EHD pumping, which has a net charge 
imbalance due to generation of charges at the electrode-fluid 
interface. 

When the walls of the pumping section are cooled, the ther
mal gradient results in a negative electrical conductivity gra
dient in the radial direction. This produces a variation in the 
electric field, which in turn results in a net charge inside the 
fluid medium. These charges are then attracted to electrodes 
imbedded in and along the wall of the pump. While the charges 
are delayed due to the thermal gradient, the voltage distribution 
on the electrodes is varied to create a traveling wave, which 
moves along the pump wall. The ions opposite the electrodes 
are attracted to the new voltage location, so that they tend to 
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follow the wave, dragging the surrounding fluid with them 
and generating axial pumping. This is the basis for attraction 
type induction EHD pumping in which the fluid and the electric 
wave travel in the same direction. 

If the walls are heated, the exact opposite takes place, with 
the formation of a positive electrical conductivity gradient in 
the radial direction. Fluid movement in the axial direction is 
then due to the repulsion of charges by the moving electric 
field. This is the basis for repulsion-type induction EHD pump
ing in which the fluid and electric wave travel in opposite 
directions. 

The basic theory for thermal induction pumping was de
veloped by Melcher (1966). He verified his results with a small 
working model and considered using EHD to study fluid prop
erties as well as pumping. 

Forced convection cooling of underground power cables 
using EHD pumping was investigated by Crowley et al. (1983). 
Kuo (1982) applied finite element techniques to induction 
pumping and suggested that EHD pumps could be a feasible 
alternative to mechanical pumps where dielectric fluids require 
both heat transfer and circulation. 

Seyed-Yagoobi et al. (1989a, 1989b) examined EHD pump
ing theoretically and experimentally in a vertical axisymmetric 
configuration. The theoretical model included the effects of 
entrance conditions, buoyancy effects, and secondary flow, 
and was found to predict experimental velocities accurately in 
both the attraction and repulsion modes. The external pressure 
load on the pump was found to play a significant role in 
pumping performance, possibly resulting in two-directional 
flow. It was also observed that the pumping performance de
pends heavily on the temperature profile entering the pump as 
well as the electrical conductivity level of the fluid. 

Washabaugh et al. (1989) examined induction EHD pumping 
of several fluids using a six-phase traveling wave. Two different 
pumping phenomena were discussed: ion migration pumping 
and charge relaxation pumping. It was found that each pump
ing mode has a characteristic time, and the pumping method 
that first comes into play is the one with the shorter charac
teristic time. Also, theoretical and experimental results showed 
that when charge relaxation pumping is predominant, the fluid 
flow direction can be altered. Reverse pumping, opposite to 
the direction of the traveling wave, occurs when the voltage 
to frequency ratio is small but switches to forward pumping 
when the ratio is large. 
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Bohinsky and Seyed-Yagoobi (1990) investigated the per
formance of a cylindrical wire electrode induction EHD pump 
using several working fluids in order to find the optimum 
pumping conditions for these different fluids. Several of the 
fluids tested produced high velocities especially when the fluids 
were doped to electrical conductivity levels between 1 X 10"10 

to 1 x 1(T9 S/m. 
The nonmechanical nature of EHD pumps, with no moving 

parts and no need for external pressure, makes them well suited 
for many applications such as circulating oil through heat 
exchangers. Low maintenance also makes them well suited for 
use with high-power underground cables, which normally re
quire mechanical pumps at regular intervals along the cable 
route to cool the cables and increase power transfer. EHD 
pumping could also be used to increase the maximum heat 
capacity of heat pipes by increasing fluid flow through the 
capillary structure. More importantly, the light weight, low 
maintenance, and lack of vibration of EHD pumps make them 
promising for future outer space use. 

EHD Assisted Heat Transfer 
There has been no reported work that specifically covers the 

heat transfer enhancement that accompanies induction EHD 
pumping. Therefore, this section examines general EHD-as-
sisted heat transfer. 

Heat transfer enhancement techniques are classified in two 
separate categories. Passive methods require no direct appli
cation of external power. Extended surfaces, rough surfaces 
to promote turbulence, and swirl-flow devices to create sec
ondary velocities are all examples of passive techniques. 

Active methods of heat transfer enhancement require some 
amount of external power to operate. This technique includes 
mechanical stirring of the fluid, fluid vibration, and the use 
of electrostatic fields to disturb fluid flow. 

Both active and passive methods are widely used to enhance 
heat transfer. Unfortunately, the increased pressure drop across 
a heat exchanger associated with most of these methods results 
in increased pumping power. EHD pumping, however, supplies 
both the pumping power and the method of heat transfer 
enhancement. 

In the area of EHD-assisted heat transfer, most of the work 
has been done in examining heat transfer enhancement pro
duced by using EHD effects to create secondary velocities in 
the fluid flow. Recently, Atten et al. (1989) examined the effects 
of electroconvection on heat transfer in a cylindrical pipe using 
a wire electrode along the axis of the cylinder. Results showed 
that the pressure drop along the pipe and the heat transfer 
from the liquid to the pipe were strongly affected by the tur
bulent agitation of the fluid by the electric field. 

Nelson and Shaughnessy (1989) numerically studied a dif
ferent class of electrically driven flows in which the fluid mo
tion derives from buoyant forces resulting from Joule heating 
of the fluid. Their results indicated that the resulting flow 
depended upon four dimensionless quantities: the Grashof and 
Reynolds numbers and two newly defined dimensionless groups 
that characterized the degree of space-charge perturbation of 
the electric field and the rate of energy dissipation within the 
fluid. 

Sato et al. (1991) examined an EHD pump using a ring-
shaped electrode and a square-shaped electrode to study fluid 
flow due to dielectrophoretic force, suggesting that heat trans
fer would be augmented between the fluid and the pump walls. 
Flow rates of 10 cm/s were achieved with one set of electrodes. 

Humidity, temperature, and pressure effects on corona dis
charge in a tube were studied experimentally by Ohadi et al. 
(1991). It was found that higher working fluid temperatures 
resulted in larger corona currents and higher corresponding 
heat transfer enhancements. The effect of humidity on heat 

transfer enhancement was found to depend also on the Reyn
olds number. 

A flat plate heat transfer arrangement was investigated by 
Tada et al. (1991) using two flat heating plates with electrode 
wires running midway between the plates parallel to the fluid 
flow direction to promote secondary velocities. This arrange
ment proved to be beneficial to heat transfer between the fluid 
and the plates. 

Similar experiments were conducted by Ishiguro et al. (1991) 
using parallel plates and wire electrodes close to each of the 
plate surfaces. The use of electric fields between the wires and 
the plates to disturb the flow along the wall was found to 
increase the rate of heat transfer. 

Heat transfer enhancement using an EHD liquid jet was 
studied by Yabe (1991) by applying a high voltage across a 
ring and plate electrode system. Due to the flow ejected through 
the ring from the plate, the convective heat transfer from the 
plate was increased by a factor of 100. 

Although electrohydrodynamcis and its use in heat transfer 
enhancement have been widely studied, no work has been 
reported that investigates the resulting heat transfer enhance
ment caused by induction EHD pumping of single-phase liq
uids. This paper examines experimentally the heat transfer 
enhancement that accompanies pumping in an induction EHD 
pump operated at various tilt angles. The main difference 
between this study and other work in EHD heat transfer en
hancement is that the induction EHD pump is the only source 
of pumping as well as the basis for heat transfer enhancement. 

Experimental Apparatus 
The experimental apparatus for attraction mode induction 

pumping in a vertical configuration is shown in Fig. 1(a). The 
pumping section was constructed with two concentric tubes. 
An inner pumping tube with electrodes imbedded in the inner 
wall contained the pumping fluid, and an outer tube contained 
the cooling fluid, as shown in Fig. 1(b). A Lexan tube with a 
2.5 cm inner diameter and 3 mm wall thickness was used for 
the pumping tube. It consisted of 78 electrodes spaced 1.0 cm 
apart with a total heat transfer length of 80 cm. The electrodes 
were constructed of 18 gage tin-copper wire press fit into 
grooves in the inner surface of the tube. A hole through the 
pumping tube wall in each groove allowed the electrodes to be 
connected to bus lines in the annulus section. The exposed 
electrode ends sticking out of the pumping tube in the annulus 
section were connected to three tin-copper bus lines placed 
120 apart around the pumping tube to carry the three-phase 
traveling wave. 

The outer Plexiglas tube was 7.6 cm in diameter and formed 
an annulus section through which cooling fluid flowed while 
the pump was operated in the attraction mode. The cooling 
fluid also served to insulate the exposed bus lines electrically. 
Two polyethylene flanges sealed the ends of the cooling section. 
This prevented any mixing between the pumping and cooling 
sections. The bus lines were attached to female banana plugs 
outside the outer tube to allow connection to the power supply, 

The flanges on the pumping section allowed it to be bolted 
to the rest of the pumping loop, which was constructed with 
an inner diameter of 3.8 cm to minimize the pressure load on 
the induction pump. The heating section consisted of a copper 
pipe 55 cm long. A heating tape wrapped around the pipe 
supplied the necessary heat, and a 120-140 volt 10 amp variac 
was used to control the heating tape. Insulation around the 
heating tape was used to minimize heat loss to the surround
ings. The heating section was located at one end of the straight 
section of the pumping loop in order to maximize the flow 
produced by natural convection when the pumping loop was 
tilted. 

PVC pipe and fittings were used to construct the curved and 
remaining straight sections of the loop. Threaded fittings at 
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Fig. 1(a) Schematic of induction pumping apparatus in a vertical (90 
deg tilt) configuration 

3rd Bus Line 

Cylinder 

2nd Bus Line 
Power Supply 
Connections 

Note: 1st bus line is not shown 

Fig. 1(b) Schematic of pumping section (not to scale) 

either end of the curved sections allowed disassembly when 
necessary. The entire pumping and cooling sections were 
wrapped in several layers of fiberglass pipe insulation to min
imize heat transfer from the surroundings. 

The high-voltage, three-phase power supply used in the ex
periments was capable of generating sine, square, or triangle 
type waveforms at voltages of 0-12 kV, zero to peak, and 
frequencies between 0-13 Hz. Details of the power supply were 
described by Bohinsky (1991). 

Two K-type thermocouples were mounted on brass rods, 
which could be lowered into the pumping tube on either side 
of the pumping section to obtain radial temperature profiles 
at the entrance and exit, (Thti and Th:0). A thermocouple ther
mometer was used to measure these temperatures. Two ther
mistor probes and a thermistor thermometer were used to 
measure the inlet and outlet temperatures of the cooling sec
tion, (Tcj and Tc,0). A rotameter was calibrated for the pump
ing fluid and operating temperatures and used to obtain 
accurate flow rates in the cooling loop. 

The fluid used in the experiments was n-hexane, an aromatic 

20 25 30 35 40 45 50 55 60 65 

Temperature (°C) 

Fig. 2 Electrical conductivity of n-hexane as a function of temperature 

fluid shown by Bohinsky (1991) to produce high pumping 
velocities. The electrical conductivity of the fluid was altered 
by doping it with overbased calcium sulfonate to the level that 
produced the highest pumping velocities. The resulting elec
trical conductivity as a function of temperature is shown in 
Fig. 2. Other details of the fluid properties were discussed by 
Margo (1992). 

First, for each tilt angle that was investigated, tests were run 
using the induction pump to pump the fluid through the loop. 
The induction pump was operated in the attraction mode, 
where the walls of the pumping section were cooled with the 
external cooling loop. The frequency and peak voltage were 
varied over the desired range, and the inlet and outlet tem
peratures of the pumping and cooling sections were measured, 
as well as the cooling loop flow rate, power supply settings, 
and peak current. 

In the second mode of operation, the pumping loop was 
monitored without energizing the induction pump to examine 
the effect of natural circulation on heat transfer. The heating 
and cooling sections were operated in the same manner as for 
induction pumping to keep the inlet temperatures relatively 
the same. This supplied the necessary natural convection to 
move the fluid through the loop (at angles other than 0). Again, 
the appropriate temperature and flow rate measurements were 
then taken in this configuration. 

The third mode of operation was that of forced convection. 
The pumping loop had to be modified for these experiments 
by removing the curved PVC section at the end of the loop 
that was lowest when the loop was tilted. A mechanical cen
trifugal pump was then connected to the end of the loop to 
circulate the fluid. Without operating the induction pump, the 
fluid was then pumped at flow rates similar to those achieved 
with induction pumping. The necessary measurements were 
again taken at each flow rate. 

The same procedures described below were used to calculate 
the heat transfer in the pumping section for each mode of 
operation. The most important heat transfer characteristic of 
interest was the total conductance of the pumping section, UA. 
In order to calculate the UA value, inlet and outlet tempera
tures of the cooling section and pumping section had to be 
known, as well as the cooling loop flow rate. Due to the 
existence of temperature profiles at the entrance and exit of 
the pumping section, bulk temperatures had to be calculated. 
This was accomplished by weighing each temperature measured 
across the radial direction based on the corresponding hori
zontal slice of the total cross-sectional area. This method as
sumed a uniform flow field or a constant velocity over the 
entire cross section at the entrance and exit of the pumping 
section, as well as a temperature gradient solely in the radial 
direction. Typical operating conditions for the experiments are 
shown in Table 1. 
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Table 1 Typical operating conditions 

Voltage (zero to peak) 

Frequency 

Waveform 

Wavelength 

Pumping Section Entrance 
Bulk Temperature 

Cooling Loop Entrance 
Temperature 

Cooling Loop Flow Rate 

Ambient Temperature 

10.0 kV 

1.0 - 12.0 Hz 

sinusoidal 

3.0 cm 

38 - 42 C 

10- 12 C 

4.08 X 10"5 kg/s 

22 - 24 C 

a 0.05 

36 

32 

: 28 

24 

20 

16 

12 

8 

4 

0 

The heat transfer rate between the cooling fluid in the an-
nulus and the pumping fluid in the inner tube was calculated 
from the cooling loop temperatures and flow rate as follows: 

q = mccp(TCi0-TCii) (1) 

This heat transfer rate could then be used to calculate the 
overall conductance value, UA, for the pumping section based 
on a logarithmic mean temperature difference relation for a 
concentric tube counterflow heat exchanger configuration 

UA=-
Q 

where 

A 7V 

AT, 

(Tiu;- TCi0) — {Thfi— Tcj) 

(2) 

(3) 
In-

(Thj— Tc>0) 

[Th,0~ TCii) 

The overall conductance of the pumping section including both 
convection along the tube walls and conductance through the 
tube wall could be calculated in the equation 

1 

UA 
1 | In (A/A) 

~ Ajhj 2irkL + -
1 

(4) 

where h, and h0 are the inside and outside convection coeffi
cients, respectively, A is the inside diameter of the pumping 
tube, and D0 is the outside diameter. L is the length of the 
heat transfer section of the pumping tube, and k is the thermal 
conductivity of the Lexan tube. From the UA value, the overall 
heat transfer coefficient, U, could be calculated by dividing 
the overall conductance value by the surface area of the pump
ing section. Due to the thin wall of the pumping section, the 
outer surface area was used, where A is 0.0719 m2. Note that 
because of the geometry of the pumping section, only the UA 
values were calculated rather than the inside convection coef
ficient. This was due to the complicated conduction taking 
place in the wall of the pumping tube as well as difficulties in 
calculating the outside convection coefficient. The bus lines 
tended to act as fins, and the annulus flow with respect to the 
inner tube was a combination of crossflow and parallel flow. 
This made it difficult to calculate the individual convection 
coefficients for both the pumping and cooling sections. In 
addition, the presence of the electrodes embedded in the wall 
further complicated the conduction taking place in the tube 
wall. 

After calculating the heat transfer rate, the mass flow rate 
of the pumping section could be calculated based on the pump
ing section entrance and exit bulk temperatures by 

mh = 
Q 

Cp(T/,j— Thi0) 
(5) 

Experimental Results 
The mass flow rates achieved with induction EHD pumping 

using «-hexane are shown in Fig. 3 for tilt angles of 0, 30, 60, 
and 90 deg. The mass flow rate for each angle reached a peak 
between 6.0 and 9.0 Hz and dropped as the frequency was 

Frequency(Hz) 

Fig. 3 Mass flow rate and Reynolds number as a function of frequency 
for induction pumping at all tilt angles 

(T Tilt Angle 
30 'T i l l Angle 
60-Til t Angle 
90 s Tilt Angle 

--=& — — O 

0 2 4 6 8 10 12 14 

Frequency(Hz) 

Fig. 4 UA and U values as a function of frequency for induction pumping 
at all tilt angles 

changed from this optimum. Varying the frequency of the 
electric wave corresponds to changing the speed of the traveling 
wave along the walls of the pumping section. Thus, as the 
frequency and wave speed increase, the pumping velocity in
creases as the charges in the fluid follow the wave. However, 
beyond a certain point, the wave moves too fast for the charges 
to keep up, and the fluid velocity again drops. The highest 
flow rate achieved was 0.167 kg/s, corresponding to a velocity 
of 49 cm/s or a Reynolds number of 31,800, reached at 8.0 
Hz with a 90 tilt configuration. The lowest peak flow rate 
occurred at a 30 deg tilt angle, where a mass flow rate of 0.065 
kg/s was reached, corresponding to a velocity of 20 cm/s or 
a Reynolds number of 12,400. The performance of the tem
perature-induced EHD pump is dependent on the temperature 
profiles within the pumping section. The temperature distri
butions are different under different tilt angles due to the 
interaction of induction EHD pumping and natural circulation. 
This results in mass flow rates that are dependent on tilt angle. 

The corresponding UA values for the four angles are shown 
in Fig. 4. No predominant peaks were seen for the UA values 
such as those seen in the mass flow rate. All UA values were 
in the range of 4.0 and 5.8 W/K, with peak UA values occurring 
between 5.26 and 5.82 W/K. 

In comparing these induction pumping UA values to those 
for forced pumping and natural circulation, the highest UA 
values for a given induction pumping flow rate were used. This 

. was a result of several slightly different UA values being pos
sible for a given flow rate, since the flow rate is frequency 
dependent. Otherwise, the UA values remained relatively con
stant at all mass flow rates. The resulting UA values for in
duction pumping, forced pumping, and natural circulation at 
all tilt angles are shown in Figs. 5-8. The UA values corre
sponding to forced pumping ranged mainly from 3.0 to 4.0 
W/K at all angles, while the UA values for natural circulation 
ranged from 3.0 to 3.5 W/K. These UA values for natural 
circulation were very close to those for forced pumping at the 
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Fig. 5 Comparison of UA and U values for induction pumping, forced 
pumping, and natural circulation at 0 deg tilt 
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Fig. 8 Comparison of UA and U values for induction pumping, forced 
pumping, and natural circulation at 90 deg tilt 

3 4 

Induction Pumping 
Forced Pumping 
Natural Circulation 

0.05 0.10 0.15 

Mass Flow Rate (kg/s) 

1 8 0 £ 

60 ^> 

D 
40 

• 20 

Fig. 6 Comparison of UA and U values for induction pumping, forced 
pumping, and natural circulation at 30 deg tilt 
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Fig. 9 Pumping section entrance and exit temperature profiles for peak 
flow rate Induction pumping at 90 deg tilt 
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Fig. 7 Comparison of UA and U values for induction pumping, forced 
pumping, and natural circulation at 60 deg tilt 

same low flow rates. This is expected since the flow through 
the pumping section due to natural circulation should be very 
similar to that of forced pumping at a similar flow rate. Only 
with induction pumping are secondary velocities highly af
fected. 

In the horizontal or 0 deg tilt configuration, there was very 
little difference between the UA values for induction pumping 
and forced pumping. The highest UA value with induction 
pumping was 23 percent higher than that for forced pumping 
at a similar flow rate, but at other flow rates the difference 
was much less significant. 

In the 30 deg tilt configuration, induction pumping increased 
the overall conductance by 28 to 71 percent as compared to 
forced pumping. The corresponding increase over natural cir
culation was 51 percent at a similar flow rate or 71 percent 
when compared to the peak UA value for induction pumping. 

At 60 deg tilt, the overall UA value was increased by 10 to 
58 percent over forced pumping at similar flow rates. The 
increase over natural circulation was 55 percent for a similar 
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Fig. 10 Pumping section entrance and exit temperature profiles for 
forced pumping at 90 deg tilt 

flow rate or 71 percent for the peak UA value with induction 
pumping. 

In the vertical or 90 deg tilt configuration the overall con
ductance value was increased by 14 to 48 percent over forced 
pumping. The increase in UA value over natural circulation 
was 42 percent when compared to induction pumping at a 
similar flow rate or 66 percent when compared to the peak 
UA value. 

The dependence of UA value on tilt angle was not consistent. 
This was due to the interaction of free convection and the 
radial and axial pumping motion. In particular, the pumping 
motion was due to temperature profiles, which are in turn 
affected by the tilt angle. 

Since comparisons were made between UA values rather than 
individual convection coefficients, the actual increase in the 
inside convection coefficient was much greater than the values 
given here. This was due to the fact that both the outside 
convection coefficient and the conduction through the walls 
of the pump are included in the UA value. 

Typical pumping section entrance and exit temperature pro
files for induction pumping and forced pumping are shown in 
Figs. 9 and 10. As a result of the turbulent flow, the temper-
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ature profiles were relatively uniform at both the entrance and 
exit of the pumping section. Thus the method of evaluating 
the bulk temperatures based on a uniform flow field was ac
ceptable. Despite the fact that no visible thermal boundary 
layer formed during forced pumping, which could be broken 
up with induction pumping, higher UA values were achieved 
with induction pumping at most angles compared to forced 
pumping. This suggests that induction pumping with «-hexane 
produces even more mixing in the pumping section than normal 
turbulent flow, resulting in higher overall conductance values. 
The small radial temperature gradient present was still enough 
to result in significant pumping. 

The repeatability of the experiments resulted in a precision 
uncertainty of approximately 7.5 percent in the UA value and 
14 percent in the mass flow rate. Throughout the experiments, 
the electrical conductivity of the fluid was monitored to ensure 
that no changes occurred. The electrical conductivity of n-
hexane monitored at 23 °C remained in the range of 1.1 x 
10"10 to 1.5 x 10"10 S/m. Although similar variations were 
seen at different temperatures, the shape of the conductivity 
curve remained the same. 

To achieve significant heat transfer enhancement with an 
induction EHD pump, the fluid properties that play a critical 
role are electrical conductivity and viscosity, as shown by Bo-
hinsky and Seyed-Yagoobi (1990). If a given fluid with an 
electrical conductivity less than 10"10 S/m were doped using 
an additive to bring the conductivity into the range of 10 
to 10~9 S/m, significant pumping may be achieved also re
sulting in heat transfer enhancement. 

Conclusions 
For EHD pumping to be considered for use in heat transfer 

applications such as heat exchangers, a better understanding 
of the heat transfer enhancement resulting from such pumping 
was necessary. The induction EHD pump, which was designed 
and built for these heat transfer experiments, was capable of 
pumping n-hexane at velocities as high as 49 cm/s, corre
sponding to a Reynolds number of 31,800 and a mass flow 
rate of 0.167 kg/s. This pumping mechanism was also a method 
of active heat transfer enhancement, increasing the overall 
conductance of the heat transfer section by as much as 71 
percent when comparing induction pumping to forced pumping 
at a similar flow rate. A similar increase of 71 percent in the 
overall conductance value was seen when comparing the peak 
UA value with induction pumping to that of natural convec
tion. Due to the turbulent flow conditions, the operating fre
quency of the induction pump was found to have a significant 
effect on the mass flow rate but little influence on the heat 
transfer enhancement. 

Additional work has been done by Seyed-Yagoobi et al. 
(1994) to examine the enhancement of heat transfer resulting 
from induction pumping under laminar flow conditions using 
dodecylbenzene, a synthetic petroleum fluid, as the working 
fluid. The overall conductance value was increased by as much 
as 122 percent. This was due to the mixing that occurred with 
induction pumping, which would impede the development of 
a thermal boundary layer. Due to the laminar flow in this case, 
the operating frequency did have an effect on the peak UA 
value. 

The heat transfer enhancement seen in these experiments 

was significant, especially considering the fact that the increase 
in the inside convection coefficient alone was much higher 
than the increase in the measured UA value. 
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Analysis of Heat Transfer 
Regulation and Modification 
Employing Intermittently Emplaced 
Porous Cavities • 
The present work forms a fundamental investigation on the effects of using inter
mittently porous cavities for regulating and modifying the flow and temperature 
fields and therefore changing the skin friction and heat transfer characteristics of 
an external surface. A general flow model that accounts for the effects of the 
impermeable boundary and inertial effects is used to describe the flow inside the 
porous region. Solutions of the problem have been carried out using a finite-dif
ference method through the use of a stream function-vorticity transformation. Var
ious interesting characteristics of the flow and temperature fields in the composite 
layer are analyzed and discussed in detail. The effects of various governing dimen-
sionless parameters, such as the Darcy number, Reynolds number, Prandtl number, 
the inertia parameter as well as the effects of pertinent geometric parameters are 
thoroughly explored. Furthermore, the interactive effects of the embedded porous 
substrates on skin friction and heat transfer characteristics of an external surface 
are analyzed. The configuration analyzed in this work provides an innovative ap
proach in altering the frictional and heat transfer characteristics of an external 
surface. 

Introduction 
Forced convection heat transfer through porous media has 

been a major topic for various studies during the past decades 
due to many engineering applications such as thermal insu
lation engineering, water movements in geothermal reservoirs, 
underground spreading of chemical waste, nuclear waste re
pository, grain storage, and enhanced recovery of petroleum 
reservoirs (Tien and Vafai, 1989; De Vries, 1958). The majority 
of the previous investigations include flow through a semi-
infinite porous medium for external boundaries, and flow 
through structures that are fully filled with the porous medium 
for internal flows. However, consideration of the interaction 
between the porous-saturated region and the fluid region did 
not form a part of most of these studies due to the difficulties 
in simultaneously solving the coupled momentum equations 
for both porous and fluid regions. There has been very little 
work done on these types of interactions, which can occur in 
various practical applications. Furthermore, many of the ex
isting studies on convective heat transfer in porous media are 
based on the Darcy's law, which is found to be inadequate for 
the formulation of fluid flow and heat transfer problems in 
porous media when there is an impermeable boundary and/ 
or the Reynolds number based on the pore size is greater than 
unity. 

A general theory and numerical calculation techniques for 
flow field and heat transfer in recirculating flow without in
cluding the porous medium have been developed by Gosman 
(1976), and were successfully used by various investigators such 
as Gooray (1982) and Gooray et al. (1981, 1982). They have 
shown that these methods can be applied to give reasonably 
accurate quantitative heat transfer results for the separated 
forced convection behind a backstep. A few studies have been 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
1992; revision received August 1993. Keywords: Materials Processing and Man
ufacturing Processes, Porous Media, Thermal Packaging. Associate Technical 
Editor: C. E. Hickox, Jr. 

reported on forced convection in a rectangular cavity. Yama-
moto et al. (1979) experimentally studied the forced convection 
on a heated bottom surface of a cavity situated on a duct wall. 
They have shown that reattachment of separated flow for 
shallow cavities and vortex flow for deeper ones had a large 
effect on the heat transfer behavior on the heated bottom 
surface. Sinha et al. (1981) reported the experimental results 
for laminar separating flow over backsteps and cavities. They 
found that cavities can be classified as closed, shallow open, 
and open depending on the range of the value of the aspect 
(depth-width) ratio. Aung (1983) performed an experimental 
investigation of separated forced convection laminar flow past 
two-dimensional rectangular cavities where the walls are kept 
at a constant temperature. He found that the temperature 
distribution outside of the cavity had little influence on the 
flow in the cavity and the local heat transfer distribution on 
the cavity floor attains a maximum value that is located be
tween the midpoint of the cavity floor and the downstream 
wall. 

Bhatti and Aung (1984) numerically examined the laminar 
separated forced convection in the cavities. They found that 
the average Nusselt number in open cavity flow is related to 
the Reynolds number raised to a power that depends on the 
aspect ratio of the cavity and that the influence of the upstream 
boundary layer thickness on the heat transfer in the cavity is 
negligible. Most of the existing related studies on convection 
in composite systems were focused on the problem of natural 
convection in an enclosure (Beckermann et al., 1988; Bejan, 
1984; Sathe et al., 1988; Cheng, 1978; Poulikakos and Bejan, 
1985) or forced convection in a duct (Poulikakos and Kaz-
mierczak, 1987; Bejan, 1984), or external and internal bound
aries (Vafai and Kim, 1990; Poulikakos, 1986; Bejan, 1984). 
However, to the best of the author's knowledge, there have 
not been any investigations on the forced convection over 
porous cavities in the open literature. 

The present work constitutes one of the first analyses of the 
separated forced convection through porous cavities. The pre-
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Fig. 1 Schematic diagram of flow and heat transfer over intermittently 
emplaced porous cavities 

sent investigation provides a valuable fundamental framework 
for predicting heat transfer and fluid flow characteristics for 
other composite systems. The results and fundamental infor
mation presented here along with those analyzed by Huang and 
Vafai (1993) can be extended to examine various applications 
such as in electronic cooling and in heat exchanger design, 
reduction of skin friction and heat transfer enhancement or 
augmentation, some of the manufacturing processes, geother-
mal reservoirs, and oil extraction. In addition, the present work 
constitutes an innovative way of regulating and modifying the 
skin friction and heat transfer characteristics of an external 
surface. 

Analysis and Formulation 
The configuration for this problem is shown in Fig. 1. The 

height and width of the porous cavities are H and W, respec
tively, the distance between two cavities is D, the length of the 
wall is L, the free-stream velocity is «„, and the free-stream 
temperature is Tx. The wall is maintained at a constant tem
perature Tw. It is assumed that the flow is steady, laminar, 
incompressible, and two dimensional. In addition, the thermo-
physical properties of the fluid and the porous matrix are 
assumed to be constant and the fluid-saturated porous medium 
is considered homogeneous and isotropic and in local ther
modynamic equilibrium with the fluid. For the fluid region 

the conservation equations for mass, momentum, and energy 
are 

V-v = 0 

v . v v = 
1 

V P + f / V v 
Pf 

vvr=a/v2r 

(i) 

(2) 

(3) 
Based on the Brinkman-Forchheimer-extended Darcy model, 
which accounts for the effects of the inertial and impermeable 
boundary, the mass, momentum and energy equations in the 
porous matrix (Vafai and Tien, 1981, 1982) can be expressed 
as 

v Vv = 

V v = 0 

- — V P + ^ f f V v-
Pf K -JK 

(4) 

(5) 

v . v r = t t e f r V T (6) 

where K and e are the porous medium's permeability and 
porosity, and ve!f and aeff are the effective kinematic viscosity 
and thermal conductivity of the porous medium. It should be 
noted that velocity v and temperature T in the porous region 
are both volume-averaged quantities as described by Vafai and 
Tien (1981). The boundary conditions necessary to complete 
the problem formulation are 

y = 0, P = PX, T=Tm at x = 0 (7) 

on all solid walls (8) u = 0, u = 0, T=TW 

u = ux, P=Pai, T=T„ asy-oo (9) 

In addition to these, the two sets of conservation equations 
are coupled by the following matching conditions at the po
rous/fluid interface: 

u\y=H- =u\y=H+ v\y=H--=v 

>y = H - = P U y = / / + 

du dv 
M\yy

+yx 

Meff 

y = H-

d_V_ 

dy = W 
y = H~ 

y = H* 

dv_ 

dy 

(du dv 

T\ y=H- = T\ y = H+ 
dT 

dy 
= kf 

y = H~ 

dT 

y = H* 

= H+ 

7 = / / + 

(10a) 

(105) 

(10c) 

(1<W) 

N o m e n c l a t u r e . 

A = 

B = 

C, = 
D = 

DaL = 
F = 

h = 

H = 

k = 

K 

«i = 

dimensionless geometric pa
rameter = W* /H* 
dimensionless geometric pa
rameter = D*/H* 
friction coefficient 
spacing between the porous 
cavities, m" 1 

Darcy number = K/L2 

a function used in expressing 
inertia terms 
convective heat transfer coeffi
cient, Wm" ! K" ' 
thickness of the porous me
dium, m 
thermal conductivity, 
Wm" 2 K"' 
permeability of the porous me
dium, m2 

length of plate upstream from 
the cavities, m 

4 = length of plate downstream 
from the cavities, m 

L = length of the external bound
ary as shown in Fig. 1, m 

N = number of cavities 
Nu = Nusselt number = hx/kf 

P = pressure, Pa 
Pe ,̂ = Peclet number = umL/a 
Pr = Prandtl number = v/a 
Re = Reynolds number = u^L/v 
S* = source term, used in Eq. (24) 
T = temperature, K 
u = x-component velocity, m s M 

v = ^-component velocity ms ~' 
v = velocity vector, ms~' 

W = width of the porous cavity, m 
x = horizontal coordinate, m 
y = vertical coordinate, m 
a = thermal diffusivity, m2s~' 

«eff 

V 

a 
p 

* = 

effective thermal diffusivity = 
Kn/p/Cpj, m V 
porosity of the porous medium 
dimensionless temperature = 
(T=Ta,)/(Tw~Ta) 
inertial parameter = FLe/^fK 
dynamic viscosity, kgrcT's"1 

kinematic viscosity, m2s~' 
vorticity 
fluid density, kgm - 3 

transported property; general 
dependent variable 
stream function 

Superscripts 

* = dimensionless quantity 

Subscripts 

eff = effective 
/ = fluid 

oo = condition at infinity 
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Vorticity-Stream Function Formulation. The governing 
equations above are cast in terms of the vorticity-stream for
mulation. Introducing stream function and vorticity as 

dy dx 

9IJ du 

*~dx~~dy 

(11) 

(12) 

the governing equations for the whole region can be expressed 
in dimensionless form as • 

d\p* d£* _d\p* d£*_ 1 2 « s„ 

dy* dx* dx* dy* ReL 

vv=-r 
dV_dd_ d\P* 39 

dy* dx* dx* dy 

where in the fluid region 

* = V- Pe, 
•V0 

Re i = ^ , PeL = ̂ , S* = Q 

and in the porous region 

aeff 

1 

K 
' L 

FLe 
2> A i - [ft 

(13) 

(14) 

(15) 

(16fl) 

(166) 

(a) 

S = - : 
Re/Da^ 

{ • - A j v ' l f ' - A i « 
»aiv*i *9iv*i 

dx* 

d t 1 

dy* 

ReL dy* YDaJ ReL 3x* V DaL 

+ \y*\u*^(AL)-\v*\v*^(AL) 
dy dx 

the dimensionless boundary conditions thus become 

' dx* 

f = 0, £*: 

d2\b* 
0 * = / , ? * = - — 5 1 . 0 = 0, a tx* = 0 

(17) 

(18) 

(b) 

Fig. 2 (a) The nonuniform grid system for the whole computational 
domain; (b) local integration cell in the computational domain 

problem is governed by seven dimensionless parameters. These 
are Darcy, Reynolds, and Prandtl numbers, the inertia param
eter, the number of cavities N, and the geometry parameters 
A and B, where 

1=1, at x* = 

d2V 
dx*2' 

l*+(N-\)(W*+D*) 

l*+NW*+(N^l)D* ' 

A~H*' B~H*' 
(23) 

0>y*>-H* (19) 

**=0 , $ * = - | T 2 , 0=1, 
dy 

Numerical Scheme and Stability and Accuracy Consid
erations 

Employing a nonuniform rectangular grid system, the finite-
difference form of the vorticity transport, stream function, 

a t * = 

ffx + (N- l)(W* +D*)<x*<el+NW* + (N- \)D*, y* = -H* 

\0<x*<lt 

\f+NW*+(N-\)D<x*<t*+NW*+ND*\, y* = o ( 2 0 ) 

, ( l - / 2 * ) < * * < ! 

d^* afy* 
dy* ' * dx*2' , asj> --oo ( ) and energy equations were derived using control-volume in-

i . . , , , , . , , i L , r XT , tegration of these differential equations over discrete cells sur-
where TV (= 1 2, 3, 4) is the number of porous cavities Note r o u n d i t h g i d ; a g s h o w n i n R 2 I n t h e a b o v g 

that the variables in the equations above are defined as follows: d i s c r e t i z a t i o n s c h e m e t h e u p w i n d a n d central-differencing for-
mats are also introduced for the convective and diffusive terms, 

x = 7 , y =-, u =—, v = — 

V = 7. I =—. 
W o o - ' - ' Woo 

T-T* 

v *• a' respectively. This results in a system of equations of the fol
lowing form: 

{22b) Cc*c= C^N+ C&s+Ci&E+Cwiw+ S* (24) 

where $ stands for the transported variables, Cs are coefficients 
(22c) combining convective and diffusive terms, and S* is the ap

propriate source term. The subscripts on C denote the main 
From the equations above, boundary conditions, and geometry grid points surrounded by the four neighboring points denoted 
arrangement of cavities given above it is seen that the present as TV, 5, E, and W. 

r „ H * 11 „* l2 » D . W 
H=i'^i'h=i'D=i' ^=T 
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To ensure the continuity of the diffusive and convective 
fluxes across the interface without requiring the use of an 
excessively fine grid structure, the harmonic mean formulation 
suggested by Patankar (1980) was used to handle abrupt changes 
in thermophysical properties, such as the permeability and the 
thermal conductivity, across the interface. Moreover, the source 
terms incorporated with the boundary and inertia effects were 
linearized as described by Patankar (1980). The vorticity at 
sharp corners requires special consideration. Seven different 
methods of handling this corner vorticity are discussed by 
Roache (1976). Here average treatment for the evaluation of 
vorticity suggested by Greenspan (1969) is used to model the 
mathematical limit of a sharp corner as appropriately as pos
sible. 

The finite difference equations thus obtained were solved 
by the extrapolated-Jacobi scheme. This iterative scheme is 
based on a double cyclic routine, which translates into a sweep 
of only half of the grid points at each iteration step (Adams 
and Ortega, 1982). In this work convergence was considered 
to have been achieved when the absolute value of relative error 
on each grid point between two successive iterations was found 
to be less than 10~6. The iterative procedure was then termi
nated. To examine the independence of the results on the 
chosen Ax and Ay, many numerical runs with different com
binations of Ax and Ay were performed. This was done by a 
systematic decrease in the grid size until further refinement of 
the grid size resulted in less than 1 percent difference in the 
converged results. A grid size of 162 x 188 was finally found 
to model accurately the flow field described in the results for 
all the considered cases. The application of the boundary con
dition at infinity, at a finite distance from the wall was given 
careful consideration. This was done through the following 
procedure. The length of the computational domain in the 
vertical direction was systematically increased until the max
imum vorticity changes for two consecutive runs would become 
less than 1 percent. Therefore, in our investigation the com
putational domain is chosen to be larger than the physical 
domain. 

Along the x direction, the computational domain starts at 
a distance of one-fifth of total length upstream, i.e., L, of the 
physical domain. This procedure eliminates the errors asso
ciated with the singular point at the leading edge of the com
posite system. On the other side, the computational domain 
is extended over a distance of two-fifths of the total length 
downstream from the trailing edge of the physical domain. 
Since the present problem has a significant parabolic character, 
the downstream boundary condition on the computational do
main does not have much influence on the physical domain. 
In the y direction the computational domain is extended up to 
a distance sufficient enough to ensure that even for the smallest 
value of the Reynolds number the upper boundary lies well 
outside the boundary layer through the entire domain. In the 
present study locating the upper boundary at a distance of 
eight times the depth of the cavity has been found to be suf
ficient. Extensions beyond eight times the depth of the cavity 
had no effect on the solution. 

To validate the numerical scheme used in the present study, 
initial calculations were performed for laminar flow over a flat 
plate (i.e., H* = 0, for no porous substrate) and that over a 
flat plate embedded in a porous medium (i.e., H* — co and 
W* — oo, representing the full porous medium case). The results 
for H* = 0 agree to better than 1 percent with boundary layer 
similarity solutions for velocity and temperature fields. The 
results for H* — oo and W* — oo agree extremely well with data 
reported by Vafai and Thiyagaraja (1987) and Beckermann et 
al. (1987). 

Results and Discussion 
The effects of the geometric arrangements of the porous 

Table 1 Input data of governing parameters for intermittently emplaced 
cavities 

Case# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

ReL 

3xl0 ! 

2 x10s 

3 x10s 

3 x10s 

3xl05 

3 x10s 

3xl05 

3 x10s 

3 x10s 

3 x10s 

DaL 

8x10-" 
8x10"* 
8x10-' 
8X10"6 

8x10^ 
8x10^ 
8x10^ 
8x10^ 
8x10"* 
8X10"8 

Pr 
0.7 
0.7 
0.7 
7 

100 
0.7 
0.7 

• 0.7 
0.7 
0.7 

AL 
0.35 
0.35 
0.35 
0.35 
0.35 
1.05 
0.35 
0.35 
0.35 
0.35 

A 
6 
6 
6 
6 
6 
6 
3 
6 
3 

12.5 

B 

0.8 

N 
4 
4 
4 
4 
4 
4 
4 
4 
4 
2 

cavities as well as the effects of different values of Râ ,, Da/., 
Pr, and AL on the flow and temperature fields were investi
gated. Table 1 displays various input parameter sets considered 
in this analysis. The parameter sets presented in Table 1 were 
only a subset of much larger set that was investigated in this 
work. The parameter sets presented in Table 1 were found to 
be most important in revealing pertinent aspects of the geo
metric arrangements of the porous cavities and variations in 
the thermophysical properties. Figures 3-12 show streamlines 
and isotherms over multiple porous cavities for the corre
sponding cases listed in Table 1. To illustrate the results of 
flow and temperature fields inside the porous cavity, only the 
portion that concentrates on the porous/fluid region and its 
close vicinity is presented. However, it should be noted that 
the computational domain included a significantly larger re
gion than what is displayed in the subsequent figures. Fur
thermore, for brevity some figures are not shown here. 

Effect of the Reynolds Number. Figure 3 shows stream
lines and isotherms over four porous cavities with A = 6 and 
5 = 1 for the case where Pr = 0.7, AL = 0.35, DaL = 8xl0~6 , 
and ReL = 3 X 105. It can be seen that a laminar vortex resides 
within each of these cavities. The strength of the eddies within 
each cavity decreases farther along the flow direction. These 
recirculating flows are formed as the primary flow impinges 
on the downstream cavity wall and then flows toward the 
bottom surface. Due to an increase in the thickness of external 
boundary layer along the plate, there is a reduction in the mass 
flow rate that penetrates into each subsequent cavity. This in 
turn causes a reduction in the strength of vortices within the 
cavities as the flow moves farther downstream. Figure 3(a) 
also shows that within each cavity the streamlines between the 
vortex center and the downstream wall of that cavity are denser 
than those between the vortex center and the upstream wall 
of the cavity. This is because the magnitude of the downstream 
vertical velocity is larger than the upstream one. The small 
fluctuations of the porous/fluid interfacial streamline are due 
to the macroscopic shear frictional resistance at the interface. 
As the Reynolds number decreases from 3 x 105 to 2 X 10s, the 
center of the vortex for each cavity moves further to the left 
as seen in Fig. 4. 

The reason for this trend is that the lower the Reynolds 
number, the lower the momentum of the flow, which in turn 
results in lower bulk frictional resistance for the flow. As a 
result the size of the vortex formed in the cavity increases. It 
should be noted that even though the increase in the increase 
in the size of the vortex is small, nevertheless, through careful 
examination of the results it can be clearly observed. Com
parison of the isotherms in Figs. 3(b) and 4(b) indicates that 
at a smaller Reynolds number, due to the larger size of the 
vortex, the isotherms penetrate farther inside the cavity. 

To evaluate the effects of the intermittent porous cavities 
on the shear stress and heat transfer rate at the wall, additional 
calculations were carried out. For the shear stress the results 
were cast in dimensionless form by means of the local friction 
coefficient as <•> a„* I 

„ 7w,x £_ » " 
f~Pjul/2~ReL-dy* | / = 0 
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Fig. 3 (a)Streamlines and (b) isotherms for flow over four obstructing porous cavities for ReL = 3 x 105, Dat = 8 x 10~6, At = 0.35, 
Pr = 0.7, ke„lkl=1.0, 4 = 6, S=1 

0 . 0 0.20 O.80 

(a) 

0.08 

0.06 

y* 0.04 

0.02 

0 . 0 

0 . 0 

_ 
-

-

-

1 x 1 0 ' 

0.999— 

0.995" 0 . 9 9 X g | 
Tus" 0 ' 9 5 

= 3 ^ 3 1 ^ 0 . 9 8 7 

1x10 * S 7 ' ° ' 

1 

l x ) 0 ' 

1 

5x10"' 

1 

9x1 02 

_ 
-

^H" 
0.60 0.80 1.00 

(b) 
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Fig. 5 Effects of the Reynolds number on (a) friction coefficient and 
{b) Nusselt number for flow through alternate porous cavity-block ob
stacles for Dat = 8x10 - 6 , At = 0.35, Pr = 0.7, k.„lk,= 1.0, A = 3, B=1, 
H* = 0.02 

and for the heat transfer rate the results were presented in 
dimensionless form in terms of dimensionless Nusselt number 

hx 
Nu, = — =-x' 

Kr kfby* 
(26) 

This results in more meaningful comparisons for the heat 
flux at the external boundary between the composite system 
and the case where there were no porous obstacles. The effect 
of Reynolds number on friction coefficient along the wall 
(y* =0) is shown in Fig. 5(a). It can be seen that local friction 
coefficient fluctuates periodically as the streamwise coordinate 
increases due to the presence of the porous cavity obstacles, 
with a decreasing mean. This decrease in local friction coef
ficient is to a greater extent at the inlet of each porous cavity 
due to the nonzero velocity at this porous/fluid interface, 
which is different from the decrease at the impermeable solid 
wall. In addition, the peak in each cycle occurs at an x* value 
corresponding to the right corner of each corner. This is due 
to a very steep velocity gradient in the fluid as it turns around 
the right corner of the cavities. Passing the right corner of the 
porous cavity, a secondary boundary layer begins at the leading 
edge of intercavity wall. The values of the Cf decrease again 
along the intercavity wall. As expected, as the Reynolds number 
increases, the friction coefficient and its fluctuation along the 
wall decreases. 

Figure 5(b) shows the effect of Reynolds number on the 
Nusselt number distribution along the wall (y* = 0). A pe
riodically fluctuating variation of Nusselt number along the 
wall is observed with an increasing mean. At the inlet of each 
porous cavity, spacing between isotherms is large (see Figs. 
3(b) or 4(b)), indicating a region of low temperature gradient. 
Therefore, the local Nusselt number reduces to a trough at the 
permeable wall. As the fluid turns around the right corner of 

each porous cavity, the Nusselt number reaches a peak because 
of the steep velocity gradient, which increases the heat transfer 
by convection. As can be seen in Fig. 5(b), the maximum and 
minimum values of Nu* in each cycle increase as the Reynolds 
number increases. This is due to the higher velocities near the 
wall for larger Reynolds number, resulting in an increase in 
the transfer of convective energy. 

Effect of the Darcy Number. The Darcy number DaL = K/ 
L2 is directly related to the permeability of the porous medium. 
Figures 3 and 6 show the streamlines and isotherms for 
ReL = 3xl05 , AL = 0.35, Pr = 0.7, A =6, and 5 = 1 but with 
DaL = 8x 10~6 and 8x 10"8, respectively. Comparison of the 
streamlines in Figs. 3(a) and 6(a) shows that as the Darcy 
number decreases, the size of the vortices is reduced. This is 
because smaller values of DaL translate into larger bulk fric-
tional resistance for the flow in the porous medium. This in 
turn reduces the extent of penetration of the primary flow into 
the cavity. Comparison of the isotherms in Figs. 3(b) and 6(b) 
depicts that for the lower Darcy number case the isotherms 
penetrate deeper inside the cavity, especially in the left half 
section of cavity. The reason for this interesting effect is that 
for a lower Darcy number, heat diffusion is more significant 
than heat convection in the porous region. Note that in this 
study the conductivity of the porous medium is taken to be 
equal to that of the fluid, to concentrate on the effects of the 
geometric and thermophysical variations. 

The effects of Darcy number on the variation of friction 
coefficient and local Nusselt number are depicted in Figs. 7(a) 
and 7(b), respectively. The fluctuating features for these two 
distributions (Cyand Nux) along the wall were given previously 
when the effects of the Reynolds number were discussed. As 
can be seen in Fig. 7(a), the values of Cj at the inlet of cavity 
increase with a decrease in the Darcy number. This is because 
of the larger bulk frictional resistance that the external flow 
experiences at the porous/fluid interface for a larger Darcy 
number. However, the peak values of Cfat the position cor
responding to the right corner of each porous cavity increase 
as the Darcy number increases. Comparison of the Nusselt 
number distribution in Fig. 1(b) shows that at each permeable 
part of the wall (the inlet of cavity) the values of Nux decrease 
as the Darcy number decreases, while at the inner-cavity solid 
wall values of Nux increase as the Darcy number decreases. 
This is due to the lower velocity at the permeable part of wall 
and the higher velocity at the solid wall. These decreases and 
increases in the convective energy transport cause a lower tem
perature gradient and heat flux at the permeable wall, and a 
higher temperature gradient and heat flux at the solid wall, 
respectively. 

Effect of the Prandtl Number. To study the effects of the 
Prandtl number on the flow and temperature fields, three 
different Prandtl numbers were chosen such that they will cover 
a wide range of thermophysical fluid properties. The numerical 
results are presented in Figs. 3, 8, and 9 for ReL = 3xl05 , 
Ai = 0.35, Da/. = 8xl0"6 , ,4 = 6, and 5 = 1 for three different 
fluids with Pr = 0.7 (air), Pr = 7 (water), and Pr=100 (some 
oil), respectively. Obviously, the Prandtl number variations 
have no effect on the flow field. However, as expected, the 
isotherms penetrate farther inside the porous cavities as Prandtl 
number decreases. 

Inertial Effects. The inertial effects become noticeable 
when the Reynolds number based on the pore diameter be
comes large. The effect of the inertial parameter is shown in 
Figs.3andlOforReL = 3xl05 ,Dai = 8xlO-6 ,Pr = 0.7,y4 = 6, 
and 5 = 1 but AL = 0.35 and 1.05, respectively. Comparison of 
the streamlines in Fig. 3(a) and 10(a) shows that as the inertial 
parameter increases, the strength of the vortices is reduced. 
This is due to the larger bulk frictional resistance for the flow, 
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Fig. 6 (a) Streamlines and (b) isotherms for flow over four obstructing porous cavities for ReL = 3 x 10s, Dat = 8 x 10~6, Pr = 0.7, 
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Fig. 7 Effects of the Darcy number on (a) friction coefficient and (b) Nusseit number for flow through alternate porous cavity-block obstacles 
for Ret = 3x105 , At = 0.35, Pr = 0.7, fre„/fc,= 1.0, 4 = 3, B = 1 , H* = 0.02 

which the flow experiences at a larger inertial parameter. This 
in turn reduces the extent of penetration of the primary flow 
into the cavity. Comparison of the isotherms in Figs. 3(b) and 
10(b) shows that for the smaller inertial parameter case the 
isotherms penetrate deeper into the cavity. This is owing to 
higher velocities for the smaller inertial parameter, which in
creases the transport of the convective energy. The above-
described effects result in the friction coefficient and Nusseit 
number distributions shown in Fig. 11. 

Effect of the First Geometric Parameter A. The effects of 
the aspect ratio (the first geometric parameter) A on the flow 
and temperature fields were studied for the general case of 
ReL = 3xl05 , Ai = 0.35, DaL = 8xl(T6 , Pr = 0.7, and 5 = 1 . 
The streamlines and isotherms for aspect ratios of A = 3 and 

6 are presented in Figs. 12 and 3, respectively. As seen in Fig. 
3 for A = 6 the flow in the cavity consists of a single laminar 
vortex that occupies the entire cavity. For A = 3 the flow is 
still characterized by a single vortex, but the vortex center is 
displaced toward the upstream cavity wall. This kind of flow 
situation may persist up to a certain value of A where the 
center of vortex just coincides with the center of cavity. 

Effect of the Second Geometric Number B. The second 
geometric number B = D*/W* reflects the influence of cavity 
array arrangement on the flow. There are two configurations 
considered in this analysis. The numerical runs were carried 
out for the general case of Rei = 3xl05 , DaL = 8xlO"6, 
AL = 0.35, Pr = 0.35, and ,4 = 6. When ,4 = 6andfi<l the flow 
separates from the upstream top left corner of the first cavity, 
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Fig. 9 (a) Streamlines and (b) isotherms for flow over four obstructing porous cavities for Ret = 3 x 10s, Dat = 8 x 10"6, \L = 0.35, 
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reattaches on the bottom surface, and then reaches the down
stream cavity wall. After passing through the first cavity the 
flow separates from the plate and an eddy region appears 
behind the separation point. This is due to a very steep velocity 
gradient (vorticity) in the fluid as it turns around the top right 
corner of the first cavity. 

Under a special condition where both parameters A and B 
were changed, a few interesting results were found. When the 

value of A was decreased from 6 to 3 and B increased from 
0.8 to 2, a secondary boundary layer started from the top right 
corner of the first cavity and was maintained over the external 
boundary between the first two cavities. This secondary bound
ary layer resulted in vortex flow inside the other three cavities. 
The reason for the appearance of the secondary boundary layer 
was that as the fluid turned around the top right corner of the 
first cavity, it experienced a milder velocity gradient. The ve-
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locity gradient was so small that the longitudinal pressure gra
dient was enough to reattach the flow to the wall. Comparison 
of the isotherms indicated that a reduction in the second geo
metric parameter B created a significant distortion of the iso
therms. This is due to the separated and reattached flow regions, 
which were described previously. Finally, the streamlines and 
isotherms for the two-porous-cavity array were found to be 
very similar to those for the four-cavity array. It was found 
that the increase in the number of blocks has no substantial 
effect on the main features of the flow and temperature fields. 

Conclusions 
The main focus of this research is to analyze laminar forced 

convection over a composite porous/fluid system composed 
of multiple porous cavities. Since very little work has been 
done on external forced convection fluid flow and heat transfer 
in the composite systems, the objective of the present work is 

to study the interaction phenomena occurring in the porous 
medium and the fluid layer, and to analyze the effects of 
various parameters governing the physics of the problem under 
consideration. Characteristics of the flow and temperature 
fields in the composite layer and the effects of various gov
erning dimensionless parameters, such as the Darcy number, 
Reynolds number, Prandtl number, the inertia parameter as 
well as the effects of pertinent geometric parameters were thor
oughly analyzed and discussed. In addition, the interactive 
effects of the embedded porous substrates on skin friction and 
heat transfer characteristics of an external surface are analyzed. 
The fundamental information presented here can be extended 
to examine various applications such as in electronic cooling 
and in heat exchanger design, reduction of skin friction and 
heat transfer enhancement or augmentation, some of the man
ufacturing processes, geothermal reservoirs and oil extraction. 
The present work constitutes one of the first analyses of the 
laminar separated forced convection through porous cavities. 
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The Effect of Temperature 
Modulation on Natural Convection 
in a Horizontal Layer Heated From 
Below: High-Rayleigh-Number 
Experiments 
An experimental investigation was conducted to study the effects of wall temperature 
modulation in a horizontal fluid layer heated from below. A series of 45 transient 
experiments was performed in which the bottom wall temperature changed period
ically with time in a "sawtoothlike" fashion. The amplitude of the bottom wall 
temperature oscillation varied from 3 to 70 percent of the enclosure's mean tem
perature difference, and the period of the temperature swings ranged from 43 seconds 
to 93 minutes. With water as the fluid in the test cell, the flow was fully turbulent 
at all times. The Rayleigh number of the experiments (based on the enclosure's 
height and on the mean temperature difference) was 0.4 x 10s < Ra < 1.2 x 109. 
It was found that for small changes in the bottom wall temperature, the cycle-
averaged heat transfer through the layer was unchanged, independent of the period, 
and was equal in magnitude to the well-established steady-state value when the hot 
wall is evaluated at the mean temperature. However, this study shows that the cycle-
averaged heat transfer increases notably, up to 12 percent as compared to the steady-
state value, for the experiments with large temperature modulations. Futhermore, 
it was observed that the enchancement was a function of the amplitude and period 
of the oscillation. 

Introduction 
Natural convection is a challenging and interesting phenom

enon to investigate due to the coupling of the fluid flow and 
the energy transport. It has been extensively studied because 
of its importance in many engineering applications and because 
it is often found to be the controlling mechanism in many 
naturally occurring processes. An excellent overview of this 
important subject is given by Gebhart et al. (1988). 

With regard to buoyancy-driven flow in enclosures, the field 
is now mature (Bejan, 1984; Ostrach, 1988). The two most 
common configurations studied were the horizontal cylinder 
and the rectangular enclosure. When dealing with internal flows 
in the latter geometry, a further distinction is made based on 
whether the enclosure is heated from below or from the side. 
With bottom heating, the Rayleigh number must exceed a 
certain critical value before flow ensues, and the final pattern 
achieved is markedly different from the flow pattern generated 
by side heating. 

Deardorff (1964) and Fromm (1965) were among the first 
researchers who numerically solved the steady laminar two-
dimensional governing equations for flow in a horizontal layer 
with bottom heating. Early experiments were conducted by 
Globe and Dropkin (1959) and O'Toole and Silveston (1961) 
that covered a fairly large range of Rayleigh number. Krish-
namurti (1973) in an excellent paper experimentally investi
gated the transition to turbulence and was able to characterize 
the flow into five regimes based on Rayleigh and Prandtl num
bers. Sparrow et al. (1970) postulated that the main physical 
mechanism responsible for the energy transport at moderate 
to high Rayleigh number is the release of thermals from the 
boundary layers, which was later confirmed by the experiments 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 1992; 
revision received August 1993. Keywords: Enclosure Flows, Natural Convection, 
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of Chu and Goldstein (1973) conducted in the range 3 x 105 

< Ra < 2 X 107. 
Since these works, there has been an explosion of research 

on the subject of natural convection in enclosures. There are 
far too many papers in this field to cite; however, the impetus 
for much of this later work was the energy crisis, which em
phasized energy conservation in buildings and solar energy. 
For example, much of the later work centered on discrete 
boundary conditions where heating is imposed only over a 
portion of the driving wall. Other work focused on the aspect 
ratio of the enclosure, while still other work investigated buoy
ancy-driven flow in an enclosure containing internal partitions. 
The reader is referred to Yang (1987) for a more thorough 
discussion. 

The majority of the previous works was for steady flows. 
Very few transient problems were investigated, and these mostly 
considered a vertical enclosure with heating from the side. For 
example, Schladow et al. (1989), and references therein, con
sidered a sudden change in the side wall temperature, and the 
case where the side wall temperature varied sinusoidally with 
time was numerically studied by Yang et al. (1989) and Kaz
mierczak and Chinoda (1992). Regarding transient natural con
vection with bottom heating, the authors could only find the 
very early classic work of Elder (1968, 1969) who numerically 
and experimentally studied the early evolution of the flow in 
the layer when suddenly heated from below by a wall held at 
a hotter (constant) temperature. 

This paper reports an experimental investigation of buoy
ancy-driven flow in a horizontal layer driven by a bottom 
heated surface that periodically changes temperature with time. 
The hot wall temperature varies about a mean value, and the 
temperature of the top cold wall is held fixed. The main ob
jective of this study is to determine the effect, if any, that the 
oscillating surface temperature has on the heat transfer through 
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Fig. 1 Experimental apparatus: (a) isometric sketch, (b) cross section 
ot heated bottom plate 

the horizontal layer. A cyclic variation in boundary conditions 
is often realized in many environmental processes and engi
neering devices. 

Experimental Apparatus 

Test Cell. The experiments were performed in the rectan
gular vessel shown schematically in Fig. 1(a). The height to 
length aspect ratio was 1/4, and its internal dimensions meas
ured 50.8 cm long by 12.7 cm deep and by 12.7 cm high. The 
vertical side walls were constructed out of 1.91-cm-thick clear 
plexiglas. The top and bottom horizontal walls are thick alu
minum plates. 

The top wall was cooled by circulating cold tap water through 
five large channels, which were milled lengthwise along the top 
plate. To insure isothermality of the top plate, the water was 
made to travel in opposite directions in adjacent channels and 
was circulated at a high flow rate. The temperature of the 
upper wall was measured using eight 30 gage type-T thermo
couples that were embedded to a depth of 0.16 cm from the 
inside surface. 

The bottom plate was constructed in a "sandwich" fashion. 
The cross section showing the different layers making up the 
bottom hot plate is drawn in Fig. 1(b). The upper layer was 
made from 1.3-cm-thick aluminum plate and was heated by a 
13.6 ohm resistance flexible rubber main heater located directly 
underneath. To prevent losses from the bottom of the enclo
sure, a second or "guard" heater was used. The main heater 
and the guard heater were separated by a 2.54-cm-thick in
sulating plexiglass layer. Sandwiched between the heaters and 

the plexiglass layer were thin (0.3-cm-thick) aluminum plates 
to help diffuse the temperature irregularities of the heaters. In 
addition, highly conductive paste was placed between all layers 
to enhance the thermal contact. Finally, a 2.54-cm-thick plex
iglass plate was added below the guard heater for insulation. 
Eight thermocouples were embedded in the upper aluminum 
plate (within 0.16 cm from inside surface) and in each of the 
thin aluminum plates located next to the heaters. The upper 
thermocouples were used to measure the bottom wall temper
ature, and the thermocouples in the thin aluminum plates were 
used to record the heater temperatures. 

The test cell was mounted and leveled on a sturdy work table 
and was filled with distilled water. An insulation jacket made 
from 9.5-cm-thick sytrofoam board surrounded the vessel and 
insulated the top and all sides. 

Main Heater Electrical Circuit. To oscillate the bottom 
wall temperature, the electric circuit shown in Fig. 2(a) was 
used. This circuit was designed to vary the power to the main 
heater periodically. The major components of the circuit in
cluded a variac, timer, an external (variable) resistor, and the 
primary main heater. The timer is a switch, which cyclicly 
opens and closes. The time period is programmable using the 
top tuning knob and by setting four dip switches located on 
the timer side and can be adjusted from 2.0 seconds to 24 
hours. When the timer switch is closed, the current passes 
through the variable resistor but is bypassed when the timer 
switch opens. Thus, the voltage drop (power) across the main 
heater varies in a step fashion (Fig. 2b) as the external resistor 
is switched in and out of the circuit by the timer. As previously 
stated, the time period of the voltage oscillation is adjusted 
by changing the timer setting. The amplitude, or the change 
in voltage drop across the main heater, is adjusted by changing 
the resistance of the external variable resistor. Thus, using the 
circuit just described, the voltage (power) applied to the main 
heater is a square wave (Fig. 2b) adjustable in amplitude and 
in period. 

Given this power variation to the main heater, the bottom 
wall temperature varies in a sawtoothlike fashion due to the 
effect of thermal storage of the bottom plate. Figure 3 shows 
the measured thermal boundary conditions encountered in three 
different runs. In each figure, the upper solid line is the in
stantaneous (spatial average of eight thermocouples) bottom 
wall temperature versus time, and the dashed line represents 
the mean (cycle-averaged) bottom wall temperature. The lower 
solid line shows the instantaneous upper cold plate tempera
ture. Inspection of Fig. 3 shows that for short time periods 
and for small temperature modulations, the bottom plate tem
perature time distribution takes on a triangular appearance 
(Fig. 3a) but becomes distinctively sawtooth in profile for 
longer periods and for larger temperature amplitudes (Figs. 
3b-c). It is worth noting that the cold plate temperature is 
constant with respect to time for the top two runs in Fig. 3 
but fluctuates slightly with time for the run with the largest 
time period (Fig. 3c). 

Nomenclature 

A = area of heated surface, m 
Amp = amplitude of temperature 

change, °C 
g = gravitational acceleration, 

m/s2 

H = enclosure height, m 
k = thermal conductivity, W/m 

°C 
Nu = Nusselt number, Eq. (5) 

p = dimensionless time period = 
Pa/H2 

P - time period of temperature 
oscillation, s 

Q = heat transfer rate, W 
Ra = Rayleigh number, Eq. (2) 

T = temperature, °C 
a = thermal diffusivity, m2/s 
iS = coefficient of volumetric 

thermal expansion, K"1 

v = kinematic viscosity, m2/s 

p = fluid density, kg/m 

Subscripts 
c = cold (top) wall 
h = hot (bottom) wall 

max = maximum 
min = minimum 

Superscript 
= denotes a quantity averaged 

over time 
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Fig. 2 Electrical circuit used to modulate the power to the main heater: 
(a) schematic wiring diagram, (b) measured voltage variation with time 
for typical experiment 

Procedure and Data Collection. The experimental proce
dure was as follows. The main heater circuit was turned on 
and the timer period and the resistance of the external resistor 
set. Cooling water was supplied to the cold plate and the guard 
heater turned on. As a rough estimate, the power to the guard 
heater was initially set at 5 percent of the main heater power. 
The system then ran for several cycles until the initial transient 
died and the temperature measurements began repeating itself. 
A check was then made of the temperature of the guard heater. 
Since the guard heater was powered by a separate variac with 
constant power output, the temperature of the guard heater 
was nearly constant, although the temperature of the main 
heater cycled. The power to the guard heater was adjusted 
until its temperature became equal to the minimum temper
ature experienced by the main heater. This reduced the heat 
loss through the hot plate to the minimum level and prevented 
the power from the guard heater from contributing to the heat 
gain of the apparatus. The loss through the bottom wall was 
calculated (using the time-averaged temperature drop data and 
assuming conduction heat transfer through the 2.54-cm-thick 
plexiglass plate) to be less than 1 percent of the energy going 
into the fluid layer. Note that for the steady-state baseline 
experiments that ran with constant power, the guard heater to 
main heater temperature differential could be made very small, 
and in fact, could be eliminated after making several fine 
adjustments to the guard heater. This was a very time-con
suming iterative process, and instead, in many experiments 
only one or two adjustments were made, just enough to get 
fairly close to the main heater temperature, and then the power 
was corrected for conduction heat loss. The accuracy of this 
method was checked by repeating several steady-state exper
iments, with and without bottom wall correction, and the com
parison revealed that practically identical results could be 
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Measured bottom plate temperature variation with time for typ
ical experiments: (a) run 17, (b), run 9, (c) run 20 

obtained without having to make the painstaking adjustments 
to completely eliminate the heat loss. 

Once the final adjustments to the guard heater were made, 
the experimental data were logged. In general, the system re
sponded rather quickly to changes made to the bottom wall, 
but extreme care was exercised to ensure that the periodic 
solution was actually measured. Typically, the experiments 
were run 10 to 40 cycles beyond the point where the mean 
main heater temperature, mean guard heater temperature, and 
the mean bottom plate temperature became constant before 
reducing the data. 

The data taking was automated using a Hewlett-Packard 
75000 data acquisition system driven by a 386/25 MHz personal 
computer running LabTech Notebook software. The raw tem
perature data sampled at 10 second intervals for the majority 
of the runs and were scanned even faster for the experiments 
with short time periods. The data were recorded and saved on 
the hard drive of the PC. A FORTRAN program then proc
essed the data. The program calculated the mean temperature, 
amplitude, and the period of the driving wall. From the voltage 
drop data it calculated the cycle-averaged power to the mean 
heater and, using the guard heater and main heater temperature 
data, corrected for heat losses due to conduction through the 
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Table 1 Summary of steady-state experiments; constant bottom wall 
temperature 

Table 2 Correlation for steady-state natural convection experiments 
with bottom heating (Goldstein et al., 1990) 

Experiment Number 

1A 

IB 

1C 

ID 

IE 

IF 

1G 

1H 

11 

U 

IK 

1L 

1H 

IN 

10 

IP 

iq 

IP, 

Ra(xio') 

.7800 

.1131 

.4412 

.2456 

.6091 

• .5160 

.3789 

.3167 

.1956 

.1588 

.1399 

.6908 

.8790 

.9740 

1.077 

1.672 

1.520 

1.359 

Nu 

52.53 

58.60 . 

42.93 

36.15 

48.36 

45.51 

41.42 

39.19 

33.82 

31.14 

30.39 

50.33 

54.11 

55.60 

57.46 

65.34 

63.25 

60.99 

10 

Present Study 

' Chu & Goldstein 

10' 10s 

Ra 
10s 10'° 

Fig. 4 Nu versus Ra: comparison of steady-state experimental data 
(constant bottom wall temperature experiments) with published exper
imental correlations 

bottom plate. Finally, the Rayleigh number and the cycle-
average Nusselt numbers were calculated. 

Uncertainty Analysis. An uncertainty analysis was carried 
out following standard procedure (Coleman and Steele, 1989). 
For a typical experiment the total uncertainty in the temper
ature difference, AT, and the power measurements were 1.4 
percent and 2.7 percent, respectively. This combined to give 
a maximum overall error of 4.2 percent in the reported Nusselt 
number. Note that this result included both bias and random 
errors. The sources of error for the power measurement un
certainty were errors associated with measuring the main heater 
voltage and resistance, while the error in the temperature dif
ference uncertainty considered the accuracy of the thermo
couple output and the error associated with converting the 
signal to a temperature reading by the data acquisition hard
ware. The random errors were computed directly from the 
data collected (multiple periodic solutions were obtained for 

Investigators 

Globe & Dropkin 

Chu & Goldstein 

Garon & Goldstein 

Goldstein & Tokuda 

Present Results • 

Correlations 

Nu = 0.440 Ra0'"0 

Nu = 0.183 Ra0'"8 

Nu - 0.130 Ra0-2'3 

Nu - 0.0556 Ra"3 

Nu = 0.087 Ra0'312 

Range of.Ra 

4 x 106 - 2 x 10B 

2 x 105 - 1 x 10s 

1 x 107 - 3 x 10' 

109 - 2 x 10" 

108 - 2 x 10' 

Fluid 

Water 

Water 

Water 

Water 

Water 

each run) estimated at a 95 percent confidence interval (ap
proximately ± two standard deviations). 

Results and Discussion 

Steady-State Experiments. A series of 18 steady-state ex
periments were performed for the twofold purpose of: first, 
to validate the accuracy of the experimental apparatus and 
procedure by comparing the present data to existing correla
tions found in the literature; second, to obtain "baseline" data, 
or a reference datum, to compare with the oscillating exper
iments so as to determine the degree of heat transfer enhance
ment caused by the wall temperature oscillations. 

The results of these experiments are presented in Table 1 
and are graphically depicted in Fig. 4. Also plotted in Fig. 4 
are previously reported correlations obtained from earlier in
vestigators. It is found that the present data correlate well by 
a single equation over the range of Ra investigated. Using a 
least-squares fit the following equation (dashed line of Fig. 4) 
was obtained: 

Nu = 0.087 Ra0312 108<Ra<2x 109 
(1) 

The other correlations plotted in Fig. 4 are listed in Table 2 
along with their range of applicability. Note that, of the several 
correlations reported, only the third equation, i.e., the Garon 
and Goldstein (cited by Goldstein et al., 1990) correlation, 
extends over the entire Rayleigh number range of the present 
experiment. The other correlations fit only the high or low end 
of the present data and, thus, represent the extreme limits of 
these correlations. Comparison of the present data (dashed 
line) to those of Garon and Goldstein (Fig. 4) shows very good 
agreement. Furthermore, it is interesting to note that the Ray
leigh number power dependence obtained, 0.312, is the arith
metic average of the exponents of the two correlations that 
apply to experiments with Ra numbers an order of magnitude 
lower and higher, 0.293 (Garon and Goldstein) and 0.33 (Gold
stein and Tokuda, cited by Goldstein et al., 1990), respectively. 

Experiments With Changing Bottom Wall Temperature. 
Forty-five transient experiments (Table 3) were conducted to 
investigate the impact that modulating the bottom wall tem
perature has on the heat transfer through the horizontal layer. 
The three parameters to this problem are: the period (P) and 
the amplitude (Amp) of the bottom wall temperature oscil
lation, and the Rayleigh number of the fluid layer. The Ray
leigh number used in this study was defined in the classical 
manner as: 

Ra = 
gP&TH3 

(2) 

where the representative temperature difference was based on 
the mean (cycle-averaged) hot wall temperatureJT/,, minus the 
mean cycled-averaged cold wall temperature, Tc: 

Af=Th-Yc (3) 
The properties appearing in Eq. (2) were evaluated at the av
erage of the mean wall temperatures. The period, P, of the 
bottom wall temperature modulation is the duration of time 
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Table 3 Summary of experiments with oscillating bottom wall temperature 

Run 

37 
36 
34 
35 

12 
13 
14 
15 

17 
18 
19 
16 

33 
32 
31 
30 

51 
50 
49 
48 

42 
41 
40 

5 
2 
3 
4 

23 
21 
22 
20 

39 
45 
46 
44 
47 

7 
9 
8 
10 

28 
27 
25 
24 
26 

P 
(Minutes) 

0.72 
1.44 
2.56 
2.55 

5.12 
' 10.23 

23.31 
46.67 

5.11 
10.23 
23.11 
46.67 

5.09 
10.21 
23.08 
46.33 

5.08 
10.17 
46.29 
92.50 

0.72 
1.28 
2.55 

5.11 
10.25 
23.30 
46.72 

5.11 
10.23 
23.24 
46.60 

5.09 
10.17 
23.13 
46.41 
92.71 

5.11 
10.25 
23.30 
46.69 

5.10 
10.23 
23.21 
46.54 
93.00 

P 3 
(x 103) 

0.396 
0.792 
1.407 
1.402 

2.815 
5.625 

12.816 
25.660 

2.810 
5.625 

12.706 
25.660 

2.799 
5.614 

12.690 
25.473 

2.782 
5.569 

25.348 
50.652 

0.401 
0.712 
1.419 

2.832 
5.681 

12.915 
25.896 

2.844 
5.693 

12.933 
25.934 

2.833 
5.614 

12.769 
25.621 
51.180 

2.867 
5.750 

13.071 
26.192 

2.872 
5.762 

13.072 
26.212 
52.378 

AT 

<°C) 

7.34 
7.38 
7.35 
7.46 

7.51 
7.51 
7.49 
7.46 

7.44 
7.28 
7.31 
7.29 

7.31 
7.27 
7.11 
7.01 

7.40 
7.19 
7.16 
7.11 

12.07 
12.13 
12.20 

12.03 
12.00 
12.00 
11.90 

11.99 
11.92 
11.87 
12.03 

11.99 
11.94 
11.80 
11.60 
11.24 

15.95 
15.90 
15.98 
15.92 

16.11 
16.17 
16.25 
16.25 
15.88 

A M P / A T 

(%) 

3.00 
6.03 

10.00 
10.32 

4.59 
7.19 

10.21 
12.94 

9.01 
14.08 
19.63 
25.10 

19.02 
29.78 
41.56 
55.21 

18.85 
29.62 
53.77 
70.75 

3.73 
6.65 

12.38 

5.32 
7.75 

10.67 
13.87 

10.38 
15.14 
20.51 
26.97 

21.22 
31.71 
43.98 
58.58 
76.25 

5.64 
8.21 

10.98 
14.38 

10.99 
15.55 
21.02 
27.63 
34.63 

Ra 
(x10*) 

0.433 
0.436 
0.433 
0.441 

0.434' 
0.434 
0.433 
0.433 

0.433 
0.422 
0.424 
0.423 

0.428 
0.425 
0.415 
0.408 

0.412 
0.397 
0.396 
0.391 

0.798 
0.803 
0.811 

0.767 
0.761 
0.766 
0.756 

0.784 
0.773 
0.773 
0.789 

0.792 
0.729 
0.722 
0.706 
0.685 

1.118 
1.116 
1.122 
1.124 

1.172 
1.183 
1.198 
1.193 
1.162 

NUcycl. 

43.56 
43.57 
43.75 
43.30 

42.64 
43.03 
43.11 
43.04 

41.60 
42.64 
43.19 
43.01 

43.79 
44.18 
44.56 
45.08 

43.77 
44.37 
45.24 
46.13 

52.91 
53.40 
52.54 

52.06 
52.02 
52.12 
52.16 

51.43 
51.77 
52.27 
52.68 

52.62 
52.86 
53.99 
54.73 
55.76 

58.23 
58.07 
58.34 
58.51 

58.51 
58.46 
59.19 
59.46 
59.42 

Nu 

1.011 
1.010 
1.016 
1.000 

0.990 
0.999 
1.001 
1.000 

0.966 
0.998 
1.010 
1.006 

1.021 
1.032 
1.049 
1.078 

1.033 
1.059 
1.080 
1.106 

1.015 
1.023 
1.003 

1.012 
1.013 
1.013 
1.018 

0.992 
1.004 
1.013 
1.014 

1.012 
1.044 
1.069 
1.091 
1.123 

1.006 
1.004 
1.007 
1.009 

0.996 
0.992 
1.001 
1.006 
1.014 

between successive temperature peaks. The values used for each 
run are reported dimensionally in column 2 of Table 3 and in 
nondimensional form, appropriately nondimenionalized as de
fined in the nomenclature, in column 3 of Table 3. The am
plitude (Amp) is the final parameter and is the average of the 
maximum and minimum temperature deviation from the mean 
value, i.e., 

Amp=[(n Th) + (Th-ThmiJ]/2 (4) 

In all the runs reported, except for the cases that had very 
large value of amplitude, the magnitude of the fluctuation was 
always symmetric about the mean value in spite of the sawtooth 
shape appearance of the bottom wall boundary condition. The 
amplitude was then nondimensionalized with the representative 
temperature difference. 

In the experiments, the focus was on the parameters related 
to the time-dependent boundary condition. Specifically, as 
shown in Table 3, experiments were conducted around three 
different values of Ra. For experiments at the two lower Ray-
leigh numbers, the period of the wall temperature oscillation 
varied from 0.72 minutes to 93 minutes and the dimensionless 
aniplitude ranged from 3 to 70 percent. These parmeters varied 
over a slightly smaller range of values at the third (higher) 
Rayleigh number. 

The results of the experiments is the measured heat transfer 
rate through the layer, which is reported in terms of a con
duction-referenced Nusselt number defined as 

N , , Scycle 
1 ^ u cvc le cycle ~ 

kA AT/H 
(5) 

and listed in the seventh column of Table 3. The temperature 
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Fig. 5 Nu as a function of Rayleigh number for oscillating bottom wall 
temperature experiments: (a) low and moderate-temperature amplitude, 
(b) high-temperature amplitude 
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Fig. 6 Heat transfer enhancement dependence on: (a) dimensionless 
amplitude, (b) dimensionless period 

difference used in Eq. (5) is given by Eq. (3), and all other 
quantities in the above equation are defined in the nomencla
ture. The Nusselt numbers are shown plotted versus Rayleigh 
number in Fig. 5. Runs having a small to moderate value of 
dimensionless amplitude (0 percent < Amp/AT < 30 percent) 
are shown in Fig. 5(a), while runs with large dimensionless 
amplitude (Amp/AT > 30 percent) are plotted in Fig. 5(b). 
In both figures, the dashed line represents the correlation to 
the steady-state experiments, Eq. (1). Inspecting Fig. 5(a), we 
conclude that low (0 percent < Amp/AT < 15 percent) to 
moderate size (15 percent < Amp/AT < 30 percent) wall 
temperature modulation has negligible effect upon the time-
averaged heat transfer through the layer (for the given time 
period constraint). A closer inspection of the data in Fig. 5(a) 
reveals that the runs with moderate temperature amplitude 
(triangular symbols) show somewhat more scatter than the 
lower amplitude experiments (runs denoted by square symbols) 
but, in general, the data are centered over the steady-state 
results. It should be made clear, however, that although the 
cycle-averaged heat transfer for these oscillating wall temper
ature experiments may be numerically equal to the heat transfer 
for the constant wall temperature case, the instantaneous heat 
at the walls may be changing with time. We suspect that the 
heat transfer actually increases and decreases with time as a 
function of the bottom wall temperature, but overall, these 
effects balance one another when integrated over the cycle. 

When the dimensionless temperature amplitude is increased 
above 30 percent, however, a measurable increase in the cycle-
averaged heat transfer occurs, as shown by Fig. 5(b). Clearly, 
at the two lower Rayleigh numbers tested, the measured cycle-
averaged heat transfer (Nu) is now higher than the steady-state 
constant wall temperature value (Fig. 5b). This finding was 
checked again at the lowest value of Rayleigh number by re
peating experiments 30-32 and obtaining similar results (runs 
49-51). 

The amount of heat transfer enhancement caused by the 
oscillating wall temperature is shown more clearly in Fig. 6. 
The ratio, Nu/Nura, tabulated in the last column of Table 3 
is shown plotted against dimensionless amplitude in Fig. 6(a) 
and dimensionless period in Fig. 6(b). The curved lines in Fig. 
6 were all obtained by fitting second-order polynominals (with 
least error) through all the data points in the top figure (Fig. 
6a) and through points with large dimensionless temperature 
amplitude in the lower figure. Figure 6(a) shows that the heat 
transfer enhancement clearly depends on the dimensionless 
amplitude of the bottom wall temperature oscillation. Heat 
transfer is increased on, the order of 10 percent, if the bottom 
wall temperature fluctuation is large (temperature oscillation 
greater than 30 percent) but remains unchanged if the tem
perature change varies less than 15 percent. Figure 6(£>) contains 
the same data as Fig. 6(a), but the heat transfer ratio is plotted 
versus dimensionless period. Figure 6(b) confirms the fact that 
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the period of the wall temperature oscillation has no influence 
on the heat transfer rate through the layer if the dimensionless 
amplitude is small, but shows that the period is important 
when the temperature fluctuations are large. Clearly more data 
are required to correlate the data properly in terms of the 
amplitude and period, but, nevertheless, Fig. 6 suggests that 
the heat transfer augmentation depends on the dimensionless 
amplitude and period of the wall temperature oscillation. 

Before closing this section, one last remark is in order. This 
investigation, like so many other studies, is not an end but 
rather inspires more work to be done. Although this study 
showed that the wall temperature modulation can increase the 
rate of heat transfer through the layer, the experiments report 
only the magnitude and the conditions favorable for enhance
ment, but don't explain why the rate of heat transfer differs. 
Future work is needed to uncover the underlining physical 
mechanisms responsible for the increase in the heat transfer 
rate. One aspect of the problem not investigated in the present 
study, and thought to be at the heart of this matter, is the 
turbulent flow field within the layer. A careful and in-depth 
examination of the turbulent flow structure is needed, with 
particular attention placed on understanding the relationship 
between the changing wall temperature and the resulting flow 
patterns. 

Conclusions 
This paper reported the results of an experimental investi

gation of transient natural convection in a horizontal layer 
with a time-dependent boundary condition. The temperature 
of the bottom wall periodically changed with time, and the 
temperature of the top wall was held fixed. It was shown that 
the oscillatory surface temperature may or may not influence 
the time-averaged heat transfer through the cavity. If the bot
tom wall temperature oscillation is less than 15 percent of the 
mean temperature difference across the enclosure, the cycle-
averaged heat transfer is unchanged and equal to the heat 
transfer through the layer with constant temperature walls. On 
the other hand, if the amplitude of the surface temperature 
modulation is greater than 30 percent, then the cycle-averaged 
heat transfer is larger than the steady-state value. 

The consequence of these findings to engineering problems 

depends on the application in mind. This work has shown that 
the changing wall temperature should be considered if the 
surface temperature varies greatly but may be ignored for small 
temperature fluctuations provided that the overall heat transfer 
rate is the only issue. 
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Natural Convection in a Porous? 

Horizontal Cylindrical Annulus 
Natural convection in a porous medium bounded by two horizontal cylinders is 
studied by solving the two-dimensional Boussinesq equations numerically. An ac
curate second-order finite difference-scheme using an alternating direction method 
and successive underrelaxation is applied to a very fine grid. For a radius ratio above 
1.7 and for Rayleigh numbers above a critical value, a closed hysteresis loop (in
dicating two possible solutions depending on initial conditions) is observed. For a 
radius ratio below 1.7 and as the Rayleigh number is increased, the number of cells 
in the annulus increases without bifurcation, and no hysteresis behavior is observed. 
Multicellular regimes and hysteresis loops have also been reported for fluid layers 
of same geometry but several differences between these two cases exist. 

Introduction 
Natural convection in a horizontal annulus has been con

siderably studied for a fluid layer. In 1961, the experimental 
work of Liu et al. showed the existence of a multicellular regime 
for relatively small radius ratios (R= 1.15). Later, Bishop and 
Carley (1966) provided photographs showing an oscillatory 
regime. Grigull and Hauf (1966) used a Mach-Zehnder inter
ferometer and visualized different convective regimes including 
one where three-dimensional effects were present in the upper 
part of the layer. An oscillatory three-dimensional convection 
regime was also reported by Bishop et al. (1968) for an annular 
space filled with air; tobacco smoke was used to visualize the 
flow. Mack and Bishop (1968) used a perturbation technique 
to solve the steady two-dimensional equations and, although 
the analysis is valid only for small Rayleigh numbers, the results 
reveal the existence of secondary flows in the upper and lower 
parts of the layer for very small Prandtl numbers. Recent 
studies include the works of Powe et al. (1969, 1971), Kuehn 
and Goldstein (1976), and Rao et al. (1985). The numerical 
work of Fant et al. (1989) showed that at fairly high Rayleigh 
numbers, thermal instability for air appears as steady coun-
terrotating cells near the top of the annulus. Perhaps their 
most interesting result is that the same flow exhibits a hysteresis 
behavior for small gap widths. In the limit Pr-~0, an unsteady 
hydrodynamic instability was demonstrated at high Grashof 
numbers in the middle of the annulus. Cheddadi et al. (1989) 
solved the same equations in primitive variables using the ar
tificial compressibility method to obtain the pressure field. The 
tangential velocity component was measured using laser-Dop-
pler anemometry in an air-filled annular space. Experimental 
and numerical values agree well; hysteresis behavior was also 
reported. 

Results for a porous layer are less numerous. Caltagirone 
(1976a, b) visualized the thermal field using the Christiansen 
effect and observed a fluctuating three-dimensional regime in 
the upper part of the layer even though the lower part remained 
strictly two dimensional. Both a perturbation method and a 
finite difference technique were used to solve the two-dimen
sional Boussinesq equations. The former was based on a power 
series expansion of the Rayleigh number up to the third term 
and the latter used a 49 X 49 regular grid on the entire domain. 
Neither method predicted the instabilities observed experi
mentally. A local stability analysis using the Galerkin method 
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succeeded in estimating a transitional Rayleigh number. A 
three-dimensional finite element simulation confirmed the ex
istence of spiral, unsteady flows. Caltagirone's experiments 
have recently been reconsidered by Mojtabi et al. (1991) for 
the same radius ratio. Two cells of different length have been 
constructed; the thermal field is visualized by the Christiansen 
effect. The results of these experiments will be discussed in 
more detail later. 

Rao et al. (1987, 1988) have solved the Boussinesq equations 
in both two and three dimensions using the Galerkin method. 
For a radius ratio of 2 and for Rayleigh numbers above 65, 
these authors obtain three possible numerical solutions de
pending on the initial conditions. The bifurcation point is in 
agreement with the value obtained experimentally by Calta
girone (1976a). The two-dimensional bifurcation phenomena 
of this problem have been studied, using perturbation tech
niques, by Himasekhar and Bau (1988) for small radius ratios. 
These authors considered gaps of radius ratio 2I/2, 21/4, and 
21/8and conclude that in all these cases, the transition to mul
tiple cells occurs via a "perfect bifurcation"; one solution 
branch loses stability while another one gains it. 

Recently, Arnold et al. (1991) solved the two-dimensional 
equations using a very fine mesh. For R = 2, a steady four-cell 
regime is seen to occur at a Rayleigh number of about 120; 
further increase of the Rayleigh number does not result in the 
appearance of more cells. However, for J? = 1.2, a four-cell 
regime appears at Ra = 250 and up to eight cells were observed 
on increasing the Rayleigh number. 

Here, the two-dimensional equation model used by Arnold 
et al. (1991) is solved to study in detail the possible flow regimes 
in a horizontal, porous cylindrical layer. Particular attention 
to possible hysteresis behavior is given. 

Problem Formulation and Solution 
Consider a porous layer bounded between two horizontal 

concentric cylinders of radii /?, and R0 as shown in Fig. 1. The 
surfaces of the two cylinders are held at the constant temper
atures Tj and T0, respectively, with T, > T0. The saturated 
porous medium is treated as a fictitious fluid with heat capacity 
(pc)e = e(pc)f+ (1 - e)(pc)s and an effective thermal conductivity 
Xe. The physical properties of the medium are evaluated at the 
average temperature Tm = (Tj+T0)/2 and are assumed con
stant. Only the density variations with temperature are taken 
into account in the buoyancy terms (Boussinesq approxima
tion) and Darcy's law is assumed valid. The governing di-
mensionless equations (see Caltagirone (1976a, b) or Arnold 
et al. (1991)) are: 
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Fig. 1 Flow geometry and coordinate system 

8T 
+ v.vr=vT (i) 

dt 

V2V' = R a k ' « V T (2) 

where k ' =sin 0er + cos 6ee. The dimensionless parameter Ra 
appearing above is the Rayleigh number defined as: 

R a _(pc ) / P o ga ( r f -7 ' < , )AK, 

and, assuming flow symmetry about the vertical centerline, 
the boundary conditions in dimensionless form are: 

T=l; <p = 0; for r=\ 

T=Q; i/- = 0; for r = R 

dT 
= 0; 1̂  = 0; for 0 = 0, IT (3) 

where R = R0/Ri is the radius ratio. At low Rayleigh numbers, 
the assumption of flow symmetry has been verified experi
mentally by Caltagirone (1976a, b) for two-dimensional con
vection in a porous layer; Fant et al. (1989) have verified this 
hypothesis for a fluid layer. Although two-dimensional phe
nomena are not the only type that can occur in this problem, 
two-dimensional bifurcations are likely to precede three-di
mensional ones, as stated and confirmed by Himasekhar and 
Bau (1988) for small radius ratios. 

Since the steady-state solution for the conduction regime is: 

T=\--
ln r 

\n~R 

an expression for the Nusselt number is easily found: 

Nu = 
QT/dr)a 

(dT/3r)a 
-rlnR 

convection 

and, in particular: 

Nu,- = 

Nu„ 

-InR 

-RlnR 

dT 

dr 

df\ 

where Nuj and Nu0 are the local Nusselt numbers for the inner 
and outer cylinders, respectively. At steady state, the mean 
Nusselt number is given by: 

N ^ = - ( Nu,-rf0 = - ( Nu0dd (4) 

Equations (l)-(3) were solved using second-order centered fi
nite differences. The energy equation was solved by the implicit 
alternating direction method and the stream function equation 
was solved using successive underrelaxation. A 101 x 101 reg
ularly spaced grid covering half the computational domain was 
employed. The local Nusselt numbers for both the inner and 
outer cylinders were calculated using the following third-order 
difference schemes: 

Nu,-= - I n R 
•UTI,J+18T2,J- •9T3,j + 2TAJ 

6Ar 
+ 0(A/f 

Nu„ = 

-R InR 
WTNj— 187jv_iiy- + 97V_2,7 —27^-3, j 

6A/-
+ 0(Arf 

The integrals in Eq. (4) were calculated using the extended 
Simpson's rule and the final mean Nusselt number was taken 
as the average of the two calculated values. 

The importance of working with a sufficiently fine grid has 
been discussed for a fluid layer by Rao et al. (1985) who implies 
that an overly coarse grid could be one of the reasons why 
some authors do not obtain multicellular flow regimes. Fant 
et al. (1989) used a 31 x 101 mesh for the entire annulus with 
nodes concentrated near the top of the layer where multicellular 
flow can develop. In a porous layer, Caltagirone (1976a, b) 
used a 49 x 49 grid covering the entire annulus since symmetry 
was not assumed a priori. Arnold et al. showed that calcula
tions for 7? = 1.2 and Ra = 300 yielded a two-cell regime with 
a 71 x71 grid and a four-cell regime with a 101 x 101 mesh. 
The 101 X 101 grid used here for half the annulus is finer than 
practically all of the grids previously employed, which showed 
multicellular flow behavior. For R = 2 and Rayleigh numbers 
up to 150, a 120 x 120 grid was employed and the results were • 
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Fig. 2 Convergence error for different TOL values 
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Fig. 3 NU versus Ra for R= 2 

compared to those of the 101 X 101 mesh. The streamline pat
tern and the isotherms show no visible difference and the 
numerical value of the Nusselt number is the same to within 
0.1 percent. 

The calculations were performed on a RISC workstation 
and the CPU time required varied from about 15 minutes to 
several hours depending on the Rayleigh number. For each 
radius ratio, the search for a possible hysteresis behavior was 
conducted by first determining the steady-state solutions for 
successively larger values of the Rayleigh number. Subse
quently, calculations were then carried out in inverse order, 
i.e., for decreasing Rayleigh numbers. At first, the Rayleigh 
number is increased by intervals of 5, but near the bifurcation 
points and during the whole hysteresis loop, intervals of 1 were 
employed. In some cases, the sequence of Rayleigh numbers 
was increased by intervals of 0.1; this was the case for very 
small radius ratios and high Rayleigh numbers. 

Calculations were assumed to converge when the dimen-
sionless temperature difference between two successive time 
steps was smaller than a given tolerance value (TOL) for every 
grid point. In terms of the dimensional temperature, this can 
be written as: 

rj-<n+ 1 
1 iJ 111 

Ti-T0 
<TOL 

where n and n + 1 are any two successive time steps. For R = 2 
and R = 1.2, a tolerance value of 10"4 was used, for the other 

Fig. 4 Streamlines and isotherms for fl = 2, fla=100 

Fig. 5 Streamlines and isotherms for R = 2, Ra = 140 

values of R, a value of 10~3 was preferred. In order to estimate 
the convergence error, calculations concerning representative 
cases of the two-cell (R = 2, Ra =100) and of the four cell 
OR = 2, Ra= 150) flow regimes were performed with different 
tolerance values. The results are presented in Fig. 2. The pa
rameter 8 is defined as: 

8 = 
INu(TOL=10~8)-Nul 

Nu(TOL=10~8) 
and may be considered a good approximation to the true rel
ative tolerance error. The calculations for Ra=100 started 
from the regime of pure conduction (Ra = 0). For Ra= 150, 
the initial estimate was the solution for Ra= 100 (already in 
the four-cell domain). It may be concluded from Fig. 2 that 
tolerance values of 10~3 and 10~4 should give convergence 
errors for Nu less than 10~4. The convergence error should 
not be taken as the truncation error, which is of order 
(Af + Ad2). 

Results and Discussion 
The calculations were first performed for R = 2, a case for 

which experimental results are reported in the literature. The 
mean Nusselt number Nu as a function of Rayleigh number 
is shown in Fig. 3, a closed hysteresis loop is seen to occur. 
On increasing the Rayleigh number, the mean Nusselt number 
increases gradually along the lower branch and at Ra= 110, 
the flow changes from a two-cell to a four-cell regime with an 
abrupt rise in the curve slope. This is a consequence of more 
efficient fluid mixing due to the counterrotating additional 
cell. Isotherms and streamlines representative of both regimes 
are shown in Figs. 4 and 5 for Ra= 100 and Ra= 140, respec-
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Nu 

1000 

Fig. 6 Nu versus Ra for fl = 2, solid line = present simulation, dashed 
line = model of Caltagirone (1976a, b) 

tively. When the Rayleigh number is decreased slowly past the 
loop's upper limit, the mean Nusselt number follows the upper 
path and meets the other curve at Ra = 67; at this point the 
streamlines change from four to two cells. 

Caltagirone (1976a) obtained experimental results for the 
same radius ratio by a method of visualization of the thermal 
field using the Christiansen effect in a porous annulus with 
length L = 0.& m and inner radius i?, = 0.04 m. The optical 
method is based on the fact that the porous medium, which 
was formed by transparent isotropic glass powder, has a re
fraction coefficient near to that of the colorless liquid (water). 
Thus the solid and the liquid were optically homogeneous only 
for the central wavelength, which owing to the differences of 
the dispersion curves is a function of temperature alone. The 
cell was illuminated by an arc lamp producing a set of spectrum 
lines each corresponding to a different isotherm. 

For Rayleigh numbers below 65 ±4, Caltagirone (1976a) 
observed the expected steady two-dimensional regime with the 
two-cell symmetric pattern about the vertical centerline. At 
higher Rayleigh numbers, the author states that fluctuating 
three-dimensional effects developed on top of the main two-
dimensional motion in the upper part of the layer, although 
the lower zone remained two dimensional. Experimental Nus
selt numbers were also determined based on temperature meas
urements of the thermal field by means of 16 thermocouples 
introduced in the porous layer. These data are compared, in 
Fig. 6, with our numerical results. The numerical predictions 
of Caltagirone (1976a) using a much coarser grid are also 
included. The loop's lower limit (Ra = 67) is in excellent agree
ment with the observed transitional Rayleigh number. As might 
be expected, the upper branch is closer to the experimental 
results because the instabilities, which were visible for Rayleigh 
numbers within the loop's limits, are better described by the 
four-cell flow pattern. At higher Rayleigh numbers, the mean 
Nusselt number measured experimentally is much above the 
calculated value. This implies that there is a significant heat 
transfer increase due to the three-dimensional effects over the 
length of the cylinders. The numerical values of Caltagirone 
(1976) are in all cases below the ones obtained here. 

Recently, Mojtabi et al. (1991) have constructed two cells 
of radius ratio R = 2 and visualized the thermal field using the 
Christiansen effect. With the longer experimental cell and on 
increasing the Rayleigh number these authors obtain a two-
cell flow for Rayleigh numbers up to 250; at this point three-
dimensional effects appear in the upper part of the cell. How
ever, on decreasing the Rayleigh number from 338, these au
thors report that a steady four-cell flow is established in the 
layer. The flow pattern changes from four cells to two. cells at 
Ra = 69 according to Mojtabi et al. (1991). This value is in 
excellent agreement with both the value of 67 obtained by our 

Fig. 7 Nu versus Ra for /? = 2.5 

Nu 

Fig. 8 Nu versus Ra for /?= 1.8 

calculations and with the earlier experiments of Caltagirone 
(1976b). These results are particularly interesting because for 
a given range of Rayleigh numbers, two different two-dimen
sional flow patterns can be observed experimentally. The ex
periments do not confirm, however, the loop's upper limit of 
Ra=110 obtained by our calculations. Also, the third flow 
pattern containing six cells and obtained numerically by both 
Rao et al. (1987) and Mojtabi et al. (1991) using the Galerkin 
method has not yet been visualized experimentally. 

The influence of radius ratio on this phenomenon was also 
investigated with our computer simulation. For R = 2.5, the 
hysteresis loop expands considerably and extends from Ra = 60 
to Ra= 127 as shown in Fig. 7. For R= 1.8, the loop narrows 
and is located between Ra = 75 and Ra = 90 as shown in Fig. 
8. In both cases, a transition from a two to a four-cell regime 
occurs. Unfortunately, no experimental data is available for 
this case. 

If the radius ratio is further decreased, the hysteresis loop 
disappears completely. For R =1.5 and R =1.2 four-cell re
gimes appear at Ra= 102 and Ra = 235, respectively. This last 
value is somewhat lower than that reported by Arnold et al. 
(1991). Here, the criterion for the appearance of a cell is based 
on the sign of the stream function while Arnold et al. based 
their criterion on a visualization of the streamlines. The method 
employed here is to be preferred. 

For R= 1.2 calculations were carried out up to Ra= 1400, 
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Fig. 9 Nu versus Ra f or R = 1.2 

Fig. 10 Streamlines and isotherms for fl= 1.2, fla = 320 

the mean Nusselt number is given in Fig. 9. No hysteresis loop 
was encountered and a four-cell regime appears for Ra = 235. 
The fluid in the two-cell regime moves upward along the inner 
cylinder as a result of warming up on contact with the hot 
surface. It then falls along the outer, colder cylinder. In the 
four-cell regime, the two secondary cells are counterrotating. 
Further increase of the Rayleigh number results in the ap
pearance of a six-cell flow regime at 280<Ra<290, which is 
depicted in Fig. 10 for Ra = 320. The additional cell is generated 
between the other two and rotates in the same direction as the 
main cell, creating a zone of shear between them. An eight-
cell regime appears at 340 <Ra<350 but further increase of 
the Rayleigh number does not lead to additional cells. The 
fourth cell appears between the two cells that are rotating in 
the same sense, thus eliminating the zone of shear that existed 
previously. Figure 11, obtained for Ra = 800, shows a typical 
eight-cell flow pattern. The results for radius ratio less than 
1.7 resulting in smooth flows regime transitions agree with the 
results of Himasekhar and Bau (1988). 

The numerical work of Fant et al. (1989) for a fluid layer 
shows a similar hysteresis behavior between 2.85 x 
105<Ra<3.51xl05 for Pr = 0.706 (air) and i? = 1.2. In this 
range, both a two and a four-cell regime can be obtained; the 
same abrupt change in the mean Nusselt number is observed 
at the loop's upper limit. For a narrower gap R= 1.1 and the 
same Prandtl number, the range obtained by these authors for 
a closed hysteresis behavior is 2.57X 106<Ra<2.84x 106; 
however, the transition is now from two to six cells. The results 
in both a fluid and a porous layer imply that reducing the 

1400 
Fig. 11 Streamlines and isotherms for R=1.2, fla = 800 

250 

Fig. 12 Zone where multicellular flow occurs 

radius ratio increases flow stability. On the other hand, the 
observed expansion of the hysteresis loop when the gap spacing 
of the layer is decreased seems to contradict the results obtained 
here for a porous layer. This is misleading since both the loop's 
upper and lower limits increase as the radius ratio decreases. 
In fact, the ratio of the limit's 7?aUpper/Rai0Wer is closer to unity 
for R = 1.1 than for R = 1.2 suggesting that for the fluid layer, 
the loop will completely disappear only in the limit /?—1. 
Figure 12 is a plot of the Rayleigh number versus radius ratio 
for the porous layer. Our calculations show that hysteresis 
loops disappear for R < 1.7 approximately; this is shown in 
Fig. 12. Zones where multicellular regimes can occur are also 
indicated. 

Conclusions 
The numerical solution of natural convection in a porous 

medium bounded by two horizontal isothermal cylinders shows 
that multicellular regime can occur. For very small radius ratio 
and on increasing the Rayleigh number, the steady-state regime 
changes from two to four to six to eight cells without exhibiting 
a hysteresis loop. For a radius ratio above 1.7 approximately, 
closed hysteresis loops between regimes containing 2 or 4 cells 
are obtained. Closed hysteresis loops have been reported for 
fluid layers but several differences between these two cases 
exist and have been fully explained above. 
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Oscillatory Natural Convection of a 
Liquid Metal in Circular Cylinders 
An experimental study is made of natural convection oscillations in gallium melts 
enclosed by right circular cylinders with differentially heated end walls. Cases heated 
from below are examined for angles of inclination (4>) ranging from 0 deg (vertical) 
to 75 deg with aspect ratios Ar (height/diameter) of 2, 3, and 4. Temperature 
measurements are made along the circumference of the cylinder to detect the os
cillations, from which the oscillatory flow structures are inferred. The critical Ray-
leigh numbers and oscillation frequencies are determined. For Ar=3 and <j> = 0 deg, 
30 deg the supercritical flow structures are discussed in detail. 

1 Introduction 
The quality of crystals grown from melts is determined largely 

by their homogeneity of composition and structure. In melt 
growth of semiconductor crystals, for example, the electronic 
properties of the crystal are to a large extent determined by 
the compositional homogeneity of the crystal. All crystal growth 
processes of solidification from a melt involve temperature 
gradients; these temperature gradients cause density gradients, 
which can lead to natural convection flows when a gravity field 
is present. These flows can affect the transport of energy and 
material, which in turn can have a profound influence on the 
structure and quality of the resulting crystals (Hurle, 1972; 
Ostrach, 1983). A problem occurs when the flow is oscillatory; 
this can result in periodic inhomogeneities in crystals grown 
under such conditions (Kim et al., 1992; Muller et al., 1984). 

Although material used in crystal growth span a large range 
of Prandtl numbers, the present study focuses on low-Prandtl-
number fluids because of the importance of oscillations in such 
fluids. Semiconductors such as silicon and germanium are ex
amples of materials that have low Prandtl numbers. For natural 
convective flow of a low Prandtl number fluid along a wall, 
the velocity boundary layer is thinner than the thermal bound
ary layer. This means that fluctuations in temperature can 
occur outside of the region where the resulting fluctuations in 
the velocity field would be damped by the viscous effects. This 
lack of damping makes low-Prandtl-number fluids more prone 
to develop unsteady flows. 

The present work investigates natural convection of a liquid 
metal in circular cylinders with differentially heated end walls 
because it is a basic configuration for several crystal growth 
systems (e.g., vertical Bridgman technique). For most such 
applications the container aspect ratio (length/diameter ratio) 
is larger than unity, so only large-aspect-ratio containers are 
considered herein. The reduced-gravity environment of space 
has been suggested for growing better quality crystals but be
fore expensive experiments are carried out in space, where body 
forces, although reduced in magnitude, can occur in any di
rection, the transport phenomena in melts need to be studied 
in the simpler case of normal gravity. For that reason the effect 
of container inclination angle on the melt flow is also inves
tigated herein. 

Much work has been done in the past for natural convection 
of low Prandtl fluids in vertical circular cylinders heated from 
below concerning the transition from a quiescent state to steady 
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flow, but work on the transition from steady to oscillatory 
flow is limited to a few numerical (Crespo et al., 1988, 1989; 
Crespo and Bontoux, 1989; Fontaine et al., 1988; Neumann, 
1990) and experimental (Verhoeven, 1969; Muller et al., 1984) 
studies. Except for the work by Verhoeven (1969) in which the 
oscillation frequency is reported with the container inclined 20 
deg from the vertical, no work has been performed on the 
oscillation phenomenon in tilted cylinders. Since liquid metals 
are generally opaque, flow structures during oscillations have 
not been investigated experimentally. Therefore, the main ob
jectives of the present work are: (1) to study the temperature 
field in detail during oscillation and to reconstruct the flow 
fluid based on the information obtained, (2) to study the os
cillation phenomenon inclined cylinders. 

2 Experiment Design 

2.1 Important Parameters. Consider the system shown 
in Fig. 1. A cylinder of fluid inclined at angle </> to the gravity 
vector has constant (but different) temperature ends and in
sulated sides. By heating the bottom end natural convection 
is generated. It can be shown that the important dimensionless 
parameters associated with the flow are: Ra = Rayleigh num
ber, Pr = Prandtl number, Ar= aspect ratio (L/D), and 
4> = inclination angle. In the present work we consider the sit
uation where Pr < 1, Ar> 1, Ra > > 1, and 0 < $ < 90 deg. 

2.2 Experimental Setup. The goal of this study is to ap
proach a situation with constant-temperature boundaries at 
the ends of the cylinder and an insulated boundary along its 
circumference. This was accomplished by enclosing the molten 
gallium (Pr = 0.0207) with a copper plate on the bottom, a 

FROM CONST. 
TEMP. BATH 

FROM CONST. 
TEMP. BATH 

Fig. 1 Test section 
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Fig. 2 Location of thermocouples 

plexiglass tube along the sides, and a copper piston on top 
(Fig. 1). These materials were chosen for their thermal con
ductivities, with copper more conducting than gallium; plex
iglass is much less conductive than either of these metals, 
making it an insulator in this situation. In order to reduce the 
heat loss from the side wall further the cylinder was wrapped 
by 1-cm-thick foam insulation. The heat loss was judged to 
be negligible based on the fact that when the system was heated 
from above in vertical orientation (stable configuration and 
thus no fluid motion), the temperature distribution was very 
linear in the axial direction and axisymmetric. Cylinders of 
two different diameters were used: a 1.59-cm-dia cylinder for 
Ar = 2 and a 1.27-cm-dia cylinder for Ar = 2, 3, and 4. The 
wall thickness of the two cylinders was 4 mm. The whole 
apparatus was placed on a tilt table. 

The bottom plate was made of copper with an internal chan
nel for water circulation. The top copper piston was also de
signed to maintain its temperature by running constant 
temperature water through it. Both top and bottom end tem
peratures were monitored by imbedded thermocouples. 

Holes were drilled along the circumference of the plexiglass 
cylinder for thermocouples to measure temperatures in the 
gallium. Twelve copper-constantan thermocouples made from 
0.12-mm-dia wire were used in each test section, four equally 
spaced around the circumference at each of the three levels: 
LI A, L/2, and 3L/4, as shown in Fig. 2. These thermocouples 
were placed so that their beads protruded only 0.25 mm into 
the cylinder (Fig. 2) in order to avoid affecting the temperature 
oscillations. The idea of using many thermocouples arranged 
as described is to study the relationship among the outputs, 
especially their phase relations, on the basis of which one can 
deduce the overall convection pattern and flow structure. A 
similar technique was employed by Olson and Rosenberger 
(1979) in a similar problem but with gases and by Verhoeven 
(1969) in the experiment with Hg. The flow structure can be 
deduced uniquely only when it is relatively simple (e.g., quies
cent, unicellular). The effect of those thermocouples on the 
flow was carefully assessed. For that purpose a test section 
with only one thermocouple was constructed. The critical tem
perature difference for the onset of oscillations and the oscil

lation frequency were determined with the thermocouple placed 
at several locations from the wall. If the protrusion distance 
was larger than 1 mm, the onset was delayed. On the other 
hand, if it was flush with the wall, it could not pick up the 
oscillations cleanly. Comparing the data with those taken with 
the test section with 12 thermocouples protruding 0.25 mm 
into the fluid, their difference was judged to be negligible 
within the experimental error. 

Most of the data were gathered by an Omega OM-900 Data 
Acquisition System, which converts the analog signals of the 
thermocouples to digital temperatures with a resolution of 
±0.03°C, and is capable of gathering data at a wide range of 
rates. For the experimental data the relatively low acquisition 
rate of 1 Hertz was used because of the low frequencies of 
oscillation that were observed. 

2.3 Experimental Procedure. The procedure to fill the 
test section was as follows: The bottom plate and the copper 
piston were heated above the melting temperature of gallium, 
which is 29°C. Solid clean gallium pieces were placed in the 
test section, melted, and then stirred to remove trapped air 
pockets. The oxide film that formed at the melt surface was 
removed carefully. The copper piston was inserted so that the 
air trapped between the bottom of the piston and the surface 
of the gallium would escape through the air-expulsion holes 
in the plexiglass cylinder. 

Typically two runs were made to find the critical temperature 
difference for the onset of oscillations. First a coarse run with 
temperature steps of about 2°C was made to get a general idea 
of the critical temperature difference. Then the system was 
returned to zero temperature difference. Following that a sec
ond run was made with temperature steps of 0.5°C. At each 
step about 10 minutes were allowed for the system to reach 
steady state before data collection. The data were then ex
amined for oscillations. The existence or nonexistence of os
cillations was usually obvious by observing the temperature 
traces recorded by the computer. (Oscillation in any one of 
the temperature traces was considered sufficient to consider 
the system oscillating.) A fast Fourier transform was applied 
to the data to calculate the frequencies of the oscillations. In 
a case where the existence of oscillations was questionable, 
another set of data was taken at the same temperature differ
ence to check repeatability of the possible oscillations. 

The experiment error in the temperature measurement is 
estimated to be ±0.1 °C with all the thermocouples calibrated 
carefully. The error in the frequency measurement is estimated 
to be ±3 percent. Both values are more than adequate con
sidering the reproducibility of the experimental data, which 
will be discussed later. The error in the tilt angle is estimated 
to be ±0.1 deg. 

3 Results and Discussion 

3.1 Temperature Traces and Flow Structures. The ther
mocouple data give us information about convection in the 
fluid and based on that the flow structure is inferred quali
tatively. Because of space limitation only the results for Ar = 3 
are presented. 

Nomenclature 

Ar = aspect ratio = L/D 
D = container diameter 
/ = frequency of oscillations 

/ * = dimensionless frequency 
=fArL/{g$ATL)U2 

g = gravitational acceleration 
L = container length 

Pr 
Ra 

a.cr 

a 
0 

= Prandtl number = v/a 
= Rayleigh number = g/3A TO3 / 

= critical Rayleigh number 
= fluid thermal diffusivity 
= fluid thermal expansion coef

ficient 

AT = 

ATcr = 

e = 
v = 

<h = 

temperature difference be
tween top and bottom ends 
critical temperature difference 
azimuthal angle, Fig. 2 
fluid kinematic viscosity 
inclination angle, Fig. 1 
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Fig. 3 Thermocouple outputs showing no flow and unicellular flow for 
Ar= 3 and 0 = 0 deg: A—0 = 0 deg; •— 9 = 90 deg; o— 9 = 180 deg; * — 
fl = 270 deg 

The vertical case is discussed first. The temperature record
ings obtained at various AT values are shown in Fig. 3. Figure 
3(a) shows the thermocouple outputs at AT=5°C 
(Ra = 2.7x 103). The four outputs at each height are all close 
to each other. The outputs from different heights show that 
temperature changes linearly in the axial direction. Those facts 
suggest that no or very weak flow exists in the cylinder so that 
heat transfer is dominated by conduction. 

When AT is increased to above 6°C, the temperature field 
becomes nonaxisymmetric. Around AT=6-1°C the temper
ature field changes slowly with time, but at AT'=8°C 
(Ra = 4.3xl03) it becomes steady (Fig. 36). As seen in Fig. 
3(b), at all heights the thermocouple located at the aximuthal 
angle of 0 deg shows the highest reading, while the one at 180 
deg shows the lowest, and those at 90 and 270 deg are both 
nearly equal to the average of the above two values. The tem
perature distribution indicates clearly that there exists a uni
cellular flow with upflow centered around 0 deg and downflow 
around 180 deg as illustrated in Fig. 3(c). That transition from 

60 120 180 240 300 
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90° 90° 

3/4L 0°(u\D)l80o 0°(U/D j180° 

270" 270° 

90° 

0°(u jmi80° 

270° 

90° 

0°(u \D ) 180° U:hot upflow 

270° D:cold downflow 

(b) periodic twising of single cell 

Fig. 4 Thermocouple outputs showing onset of oscillations and pos
tulated flow pattern; see Fig. 3 for explanation of symbols 

no flow to steady flow is a result of a well-known thermal 
instability. According to the analyses by Carlson and Sani 
(1971) and Schneider and Straub (1992) the instability occurs 
at Ra = 3.7 x 103 for ,4 r = 3 and the resulting flow is unicellular. 
The critical Ra averaged over several runs in the present ex
periment is 3.2x 103± 10 percent, so it is slightly less than the 
prediction but it agrees well with the experimental value of 
3.3 x 103 obtained by Miiller et al. (1984) using gallium. The 
circulation direction of the unicell seems to be determined by 
a slight nonuniformity in the thermal boundary condition be
cause for a given test setup the direction is, most of the time, 
repeatable. A slight error in the tilt angle does not seem to be 
an important factor in the present experiment because even if 
the container is rotated to a different orientation on the tilt 
table, the same flow direction is obtained. 

At A7,= 8.5°C (Ra = 4.5xl03) the temperature traces at 90 
and 270 deg start to show periodic variations at the L/4 and 
3L/4 heights but not at the midheight (Fig. 4a). It is noted 
that in this particular run the thermocouples at 90 and 270 deg 
are positioned along the boundary between the upflow and 
downflow and those at 0 and 180 deg are near the apexes of 
those flows. The temperature gradient in the aximuthal direc
tion is largest across the boundary and smallest at the apexes. 
Consequently, if the unicell was rotated back and forth around 
the cylinder axis within a small azimuthal range, the ther
mocouple outputs at 90 and 270 deg would show the largest 
temperature oscillations and they would be 180 deg out of 
phase from each other, while those at 0 and 180 deg would 
show the smallest oscillations, just as observed in the present 
experiment. Based also on the facts that no oscillations are 
found at the midheight and that the oscillation patterns at the 
L/4 and 3Z-/4 heights are 180 deg out of phase from each 
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Fig. 5 Thermocouple outputs in supercritical regime; see Fig. 3 for 
explanation of symbols 

other, one can construct the flow structure during oscillations 
as illustrated in Fig. 4(b): The unicell is twisted back and forth 
at the top and bottom. The fact that the oscillation amplitude 
is highest near the side walls suggests that the oscillation phe
nomenon is associated with what is happening near the hot 
and cold walls. Since the events at the hot and cold ends are 
synchronized according to the phase measurement, they must 
be communicating by way of the axial convection. 

The AT= 9.0"C (Ra = 4.8 x 103) lower frequency oscillations 
appear and they are superposed on the above higher frequency 
ones (Fig. 5a). The oscillations are detected by all the ther
mocouples at 90 and 270 deg. At a given height the output at 
90 deg is 180 deg out of phase from that at 270 deg. At both 
90 and 180 deg azimuthal locations the outputs from three 
different heights are all in phase. Those facts suggest that the 
whole cell is rolled back and forth together while being twisted 
back and forth. In some tests, instead of the back and forth 
rolling, the thermocouples clearly indicate that the cell simply 
rotates around the center axis while it is being twisted back 
and forth. If AT is increased to 10.0°C (Ra = 5.3 X 103) oscil
lations completely disappear (Fig. 5b). Such disappearance of 
oscillations in a certain Ra range was also observed by Ver-
hoeven (1969). The relations among all the outputs are not the 
same as those for the steady-flow before the appearance of 
oscillations (Fig. 3b). A careful examination of all the outputs 
reveals that the flow still has a unicellular structure but the 
cell is twisted. 

At AT= 10.5°C (Ra = 5.6 x 103) the flow becomes oscillatory 
again (Fig. 5c). The oscillation pattern is similar to the lower 
frequency pattern in Fig. 5(a), which implies that the cell is 
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Fig. 6 Thermocouple outputs for Ar=3 and 0 = 30 deg; see Fig. 3 for 
explanation of symbols 

again rolled back and forth together. Increasing AT further 
beyond this point simply increases the oscillation amplitude 
but with increasingly distorted patterns. 

The above-mentioned sequence of events was found to be 
repeatable, even when different test sections were used. The 
values of A T at which those events occurred were reproducible 
within ±10 percent. In the case of Ar = 2 only the back and 
forth twisting was observed. For A r = 4 the initial steady straight 
cell got twisted first (still steady) and then the twisted cell 
started to roll back and forth. The thermocouple outputs in 
the experiment by Verhoeven (1969) for^4r= 11 suggested also 
a similar back and forth motion during oscillations. 

Crespo et al. (1988, 1989) computed numerically oscillatory 
flow for Ar = 2 and Pr = 0.02. The computed flow does not 
agree with the temperature outputs of the present experiment 
and the computed frequency is an order of magnitude greater 
than the present data. 

A case with tilted cylinder is discussed next. The case of 
</> = 30 deg, Ar=3 is discussed in detail herein because it is 
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typical for all tilted cases with </>>30 deg. Up to AT= 10°C 
(Ra = 5.4xl03) the flow is in steady unicellular motion (Fig. 
6a) with upflow at the top (0 deg) and downflow at the bottom 
(180 deg). At a given A7the temperature difference across the 
cylinder diameter is larger than that in the vertical case, which 
shows that the convection in the axial direction is stronger in 
the tilted case. 

Starting at A 7= 11.0° C (Ra = 5.9 x 103) some thermocouples 
show oscillations (Fig. 6b). In Fig. 6(b) oscillations are detected 
only by the thermocouples at the L/4 and 3L/4 heights. At 
those heights only the outputs at 90 and 270 deg (side ther
mocouples) show oscillations and they are 180 deg out of phase 
with each other. The situation is identical to the vertical case 
at the onset of oscillations and thus the oscillations are con
sidered to be caused by the back and forth twisting of the basic 
unicellular structure at the hot and cold ends. 

However, with a slight increase in AT to 11.5°C 
(Ra = 6.2x 103) the oscillation frequency changes to a higher 
frequency and all the side thermocouples show oscillations 
(Fig. 6c). At every axial location the outputs from the side 
thermocouples are exactly 180 deg out of phase with each other, 
indicating that the basic cell is still being rolled back and forth 
but no clear phase relations can be discerned among the outputs 
at different axial locations, so how the rolling propagates in 
the axial direction cannot be determined. 

With further increase in AT the flow becomes increasingly 
chaotic. No new flow structures appear. 

The situation for 0 deg < <j> < 30 deg is complex because it is 
a transition from the vertical situation to the inclined one and 
the data are less reproducible. 

Angle of inclination, 0(deg.) 

Fig. 7 Critical Rayleigh numbers for onset of oscillations versus <•> for 
Ar=3 
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Fig. 8 Critical Rayleigh numbers for onset of oscillations versus Ar for 
0 = 0 deg 

3.2 Critical Rayleigh Numbers. Critical temperature dif
ferences (ATcr) to induce oscillations were determined from 
the temperature traces with increasing AT. A few measure
ments made for decreasing AT indicated a hysteresis effect, 
with ATcr to eliminate oscillations (decreasing AT) about 1°C 
lower than ATcr to induce oscillations (increasing AT). 

Critical Rayleigh numbers (Racr) based on ATcr are shown 
in Fig. 7 for Ar = 3 and 0 deg < </> < 75 deg. Racf dropped slightly 
from its vertical-case value as </> was initially increased; it was 
smallest around 0=10 deg, and then as <$> was increased further 
Racr increased monotonically until ATcr was beyond the range 
of temperature that the water baths could provide. The oscil
lations are associated with the back and forth rolling of the 
convection cell as discussed above. Therefore, the tendency of 
increasing Racr with </> seems to be related to the fact that the 
rolling motion is increasingly suppressed by the hydrostatic 
pressure as the component of gravity normal to the motion 
increases with 4>. 

The values of Racr for various values of Ar are presented in 
Fig. 8 for the vertical case. They are compared with the data 
taken from Miiller et al. (1984) and good agreement is shown. 
The figure also shows the data by Verhoeven (1969) for large 
Ar(= 11). Ra„becomes smallest around Ar=3. If Aris larger 
than that, the viscous retardation effects of the side wall tend 
to delay the oscillations. On the other hand if Ar is smaller, 
the effect of confining the flow between the top and bottom 
walls becomes important and the appropriate parameter is then 
the Rayleigh number based on L as in the Rayleigh-Benard 
problem. 

3.3 Frequencies of Oscillations. Figure 9(a) shows the 
frequencies of oscillations for Ar=3. They are divided into 
three groups. The medium frequency oscillations (-0.05 Hz) 
occur near the onset of oscillations for <£<30 deg. They are 
caused by the back and forth twisting of the basic unicellular 
flow at the top and bottom. If 4> is close to 0 deg those os
cillations are followed by low-frequency oscillations with in
creasing AT, which are associated with the back and forth 
rolling of the entire cell. If 0 is larger than about 10 deg but 
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Fig. 9 Oscillation frequencies for Ar=2 and 3 

less than 30 deg, those medium frequency oscillations are fol
lowed by high-frequency oscillations ( — 0.17 Hz). If 4> is larger 
than 50 deg, the oscillations start with the high frequencies. 
Those low-amplitude, high-frequency oscillations are associ
ated with the localized back and forth twisting of the cell. 

The oscillation frequencies for Ar = 2 (with D=\.21 cm) are 
presented in Fig. 9(b). They stay in one group. They are all 
related to the back and forth twisting of the convection cell 
at the hot and cold ends. Generally frequency increases with 
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Fig. 10 Dimensionless medium oscillation frequencies for Ar-2 and 
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It is quite difficult to correlate all the measured frequencies 
because the oscillations have various modes and the basic flow 
changes with </>. Therefore, an attempt was made to correlate 
only the data for small <j> (< 10 deg) and only those associated 
with the back and forth twisting. In Fig. 10 the measured 
frequencies (f) for Ar=3 and Ar = 2 (with D= 1.27 and 1.59 
cm) are nondimensionalized as f* =fArL/(g(3ATL)W2. The 
dimensionless frequency puts the measured frequencies into 
approximately one valve, which is independent of Ra, as seen 
in the figure. As discussed above, the oscillation frequency of 
the back and forth twisting at both ends is expected to be 
related to the time of convection across the cylinder length. 
The axial convection velocity scales with (g(3TL)U2 when Ar 
is small and that velocity divided by L is then the proper 
frequency scale. Comparison of that frequency scale with that 
used in this/* expression shows that the convection velocity 
is modified as (g@ATL)W2/Ar when Ar is larger than unity to 
account for the side wall effect. Although the convection ve
locity is expected to decrease with increasing Ar, there are 
some other factors (Ra, flow structure, <j>) that could influence 
the velocity. Therefore this expression of/* is regarded as a 
first approximation and that may explain the data scatter in 
Fig. 10. 

4 Conclusions 
Conclusions drawn from the present experiment are: 
1 The flow is found to become oscillatory beyond a certain 

Ra. The oscillations are associated with the back and forth 
motion of the basic unicellular structure. As a result the os
cillation amplitude is largest along the interface between the 
warm up flow and the cold downflow. 

2 In the case of vertical cylinders with Ar=2 and 3 the 
oscillations near the onset are associated with back and forth 
twisting of the basic convection cell at the hot and cold ends, 

while with Ar = 4 they are associated with slow back and forth 
rolling of the entire cell. The frequency for the former case 
scales with the time of convection across the cylinder length. 

3 In inclined,cylinders (<j>>30 deg) with'/4r=2 the oscil
lations are still associated with the cell twisting at both ends 
while with Ar= 3 the oscillations start with the same twisting 
but they are followed by higher frequency, low-amplitude os
cillations, which are associated with localized cell twisting. 

The present work has identified and described some inter
esting buoyancy-flow phenomena associated with low-Pr fluids. 
The conditions for oscillations have been determined and their 
characteristics (flow structure, temperature field, and fre
quency) have been described. This information should be of 
value to crystal growers when they interpret their results. 
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Criteria for Predicting the 
Transition to Turbulence in Natural 
Convection Along a Vertical 
Surface 
This paper evaluates the existing criteria for predicting the transition to turbulence 
in natural convection adjacent to a vertical surface. We have conducted an experiment 
that establishes the point of transition in mercury by means of both hot-film ane-
mometry and local heat transfer measurements. These results confirm the claim of 
Bejan and Lage that the Grashof number correlates transition data better than the 
Rayleigh number. We have also concluded that the laminar-turbulent transition in 
liquid metals as well as regular fluids occurs in the vicinity ofGrx = l<f. Furthermore, 
weshow that the E parameter suggested by Gebhart and his co-workers for predicting 
the onset of transition, when appropriately modified, yields a criterion that depends 
on the Grashof number alone. 

Introduction 
Natural convection is a commonplace occurrence in a mul

titude of technological applications of current interest as well 
as in our environment. As a consequence, there already exists 
an abundance of knowledge on most aspects of this particular 
mode of heat transfer. In spite ofthis scenario, a cursory glance 
at the literature would reveal that there is no consensus on a 
criterion for predicting the onset of transition in a natural 
convection boundary layer formed along a vertical plane. 

Recently, Bejan and Lage (1990), after re-examining a num
ber of previous works on this issue, concluded that the tran
sition Rayleigh number has a strong Prandtl number 
dependence. In addition, they observed that the transition oc
curs approximately at a constant Grashof number (i.e., 
Grx= 10 ) irrespective of the fluid. The motivation, then, for 
the present inquiry stemmed primarily from these findings of 
Bejan and Lage and a need for a more critical review of lit
erature on this phenomenon, especially in low Pr fluids. During 
the ensuing literature survey we discovered that the existing 
experimental data in liquid metals were inadequate to demar
cate the elusive point of transition reasonably. Therefore, the 
main objectives of our effort were: (a) to determine the point 
of transition in mercury (Pr = 0.025) by means of hot-film 
anemometry as well as local heat transfer measurements, and 
(b) to assess the existing transition criteria in view of our ex
perimental results and the previous data. 

Literature Review 
Let us first consider certain previous studies on natural tran

sition to supplement the discussion given by Bejan and Lage 
(1990). Vitharana (1992) provides a comprehensive review of 
the currently available data on this subject. 

Humphreys and Welty (1975) were the first to investigate 
flow instability in mercury using instantaneous velocity data 
acquired from a hot-film anemometer. Their apparatus con
sisted of a uniformly and symmetrically heated vertical channel 
of constant height having width-to-height (W/L) ratios of 0.25, 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
1993; revision received September 1993. Keywords: Flow Transition, Liquid 
Metals, Natural Convection. Associate Technical Editor: Y. Jaluria. 

0.50, and 0.67. They also obtained local heat transfer corre
lations for the aspect ratios of 0.25, 0.50, 0.67, and oo, the 
latter being the single plate limit, and reached a maximum 
Gr* of 10" for each configuration. However, Humphreys and 
Welty had not presented instantaneous velocity data for the 
single-plate geometry. Moreover, their heat transfer data for 
the single plate follow the laminar correlation in the entire 
Gr* domain. As for the vertical channel configuration, they 
begin to observe velocity fluctuations at the W/L = 0.50 and 
0.67 aspect ratios as early as Gr* = 4.0x 109. Despite that, the 
velocity trace obtained from the W/L = 0.25 geometry is fairly 
stable at this stage. Not until Gr* reaches 2.0 x 10 do they 
detect chaotic oscillations of velocity at all channel spacings. 
Besides, it is obvious that the fluctuations are much more 
pronounced at W/L = 0.50 compared to those at the other two 
aspect ratios. However, Humphreys and Welty do not satis
factorily explain this phenomenon. In light of the observations 
above, we find it rather difficult to draw an unequivocal con
clusion, from the study of Humphreys and Welty, regarding 
the point of transition in natural convection of mercury ad
jacent to a single vertical plate. One of the objectives of the 
present work, therefore, is to specifically address this issue. 

Sheriff and Davies (1978) studied free convection of sodium 
in order to establish the validity of analytical expressions for 
the Nusselt number in low Pr fluids. Observing the increasing 
disparity between their experimental Nux and the laminar pre
diction at higher Gr*., they concluded that Bo*=1.0xl07 

marked the onset of transition in sodium. However, after ex
amining their data Bejan and Lage (1990) argued that there is 
a discrepancy between the experimental Nux numbers and the 
laminar correlation, starting from Bo* = 4.0xl05. Although 
there are two (Bo*, Nux) data points in this neighborhood that 
lie above the laminar correlation, a closer scrutiny of Sheriff's 
and Davies' last eight (Bo*, Nux) data points suggests that they 
more or less follow the one-third slope appropriate for tur
bulent convection beginning from a Bo* number of around 
l.Ox 106. This corresponds to a Gr̂ . number of 1.8 x 109 or a 
RBLX number of 1.3 x 107. However, it should be pointed out 
here that it is extremely difficult to identify the exact point of 
transition from the heat transfer data, and it is quite possible 
to reason that transition in sodium occurs somewhere between 
Bo*- = 4.0x 105andBo* = l.Ox 106. In any case, it appears from 
the heat transfer data of Sheriff and Davies that transition in 
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sodium (Pr = 0.007) occurs at a Ra^ number well below the 
traditionally accepted value of 109. 

More recently, Uotani (1987) studied natural convection heat 
transfer in the Pb-Bi alloy (Pr = 0.023), in both stratified and 
nonstratified cases. Examining his nonstratified Nux versus 
Bo* data, Bejan and Lage (1990) concluded that in Pb-Bi the 
transition occurs before Bo* = 2.9x 106 since all of Uotani's 
(Bo*, Nux) points lie above the laminar correlation. Although 
a consistent positive deviation from the laminar correlation is 
manifest in all his experimental Nu* numbers, a closer look at 
them shows that they all follow the slope of the laminar line 
fairly well, except possibly for the last datum point, which is 
located beyond Bo*= l.Ox 10s. The most plausible argument 
one can put forward to account for such a consistent deviation 
is the existence of systematic experimental errors. The fact that 
Uotani's data follow the laminar trend up to a Bo* number 
of 10s and that he has only one (Bo*, Nux) point beyond this 
makes it rather difficult to derive any conclusion regarding the 
point of transition from his experiment. 

Compared to the meager supply of data in liquid metals and 
other fluids, information concerning natural transition in air 
and water is rather profuse. The most extensive study on tran
sition in air and water has been done by Gebhart and his co
workers (Godaux and Gebhart, 1974; Jaluria and Gebhart, 
1974; Qureshi and Gebhart, 1978; Mahajan and Gebhart, 1979). 
According to their work, transition in air and water occurs 
almost at a constant value of G*/x2/s. Having demonstrated 
the proportionality of this variable to the fifth root of the local 
kinetic energy flux at a given streamwise location, they sub
sequently nondimensionalized it with the arbitrary factor (v2/ 
gfni to yield the new parameterE= G*(v2/gx3)2/'5. According 
to Gebhart et al. (1988) velocity transition in both gases and 
water occurs around £=19 .5 while thermal transition is ob
served near £ = 20.5. 

Experimental Apparatus and Procedure 
This experiment was conducted in a rectangular enclosure 

filled with mercury. A uniform heat flux was maintained over 
one wall of the enclosure. The opposite side was water cooled. 
For a detailed description of the experimental apparatus and 
procedure, see Vitharana (1992). Meanwhile, Fig. 1 shows a 
schematic elevation of this test section. The x axis lies along 
the heated wall while the y axis is oriented perpendicular to 
it. The taper in the lower portion of the water-cooled side, 
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Insulating 
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Cooling 
Jackets 

Fig. 1 Test section (not to scale) 

though not relevant to the geometry of the present experiment, 
had been made to satisfy the requirements of another inves
tigation, which involved the presence of a magnetic field. The 
bottom surface of the test section was curved in order to ensure 
smooth fluid circulation. 

The end-effects caused by the finite geometry of the test 
section were dealt with as follows. The interference of the 
unheated side walls on the measurements taken within the 
boundary layer was minimized by selecting the central plane 
perpendicular to the heated wall for data acquisition. Fur
thermore, near the top and the bottom of the heated plate the 
flow field changes its direction. Therefore, the flow in these 
regions cannot be considered to simulate natural convection 
over a vertical plane. In fact, using the same apparatus, To-
kuhiro (1991) found the Nu* number in these areas to be con
siderably higher than the expected values. When he excluded 
about 30 percent of the total wall height each for the entrance 
and exit lengths based on the studies by Eckert and Carlson 

Nomenclature 

Bo, 

BoJ 

local Boussinesq number 

= ^ = Ra,Pr 
a 

modified local Boussinesq 

number 
ka2 = Ra3Pr 

E = kinetic energy flux parame-
ter = G*(,Vgx3)2/15 

EGr = Gry15 

g = acceleration due to gravity, 
ms~2 

G = local Grashof parame
ter = 4(Gr/4) ' ; 4 

G* = modified local Grashof 
parameter = 5(Gr;/5)1/5 

Gr̂ . = local Grashof 
, g(3ATty 

number = 5 

Gr* = modified local Grashof 
gfiqlx"1 

number = ——=— 
kv 

h = convective heat transfer 
coefficient, W/m2K 

k = thermal conductivity, W/ 
mK 

Nu* = local Nusselt number = hx/k 
Pr = Prandtl number 
q„ = heat flux, W/m2 

Rax = local Rayleigh 

number = 
va 

Ra* = modified local Rayleigh 

AT,V 

x, y, z 

a 

v 
P 

temperature outside the 
boundary layer, K 
wall to bulk temperature 
difference, K 
right-hand rectangular coor
dinates, m 
thermal diffusivity, m2/s 
coefficient of thermal ex
pansion, K_ 1 

viscosity, kg/ms 
kinematic viscosity, m2/s 
density, kg/m3 

number = 
kva 

tm = momentum diffusion time, s 
tj - free-fall time, s 

Tw = wall temperature, K 

Subscripts 
00 = a bulk quantity 
w = wall 
x = a local quantity 

Superscripts 
= modification for constant 

heat flux case 
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Fig. 2 Instantaneous velocity fields at x = 0.25 m for different heat 
fluxes. Vertical scale 10 mV/div. Horizontal scale 0.5 s/div. (a) q„ =400 
Wlm2, Grx = 1.2 x 109; (b) q ; =1000 W/m2, Gr, = 2.5 x 109; (c) q ; =1500 W/ 
m2, Grx = 3.5 x 109; (d) q ; = 4000 W/m2, Gr, = 8.2 x 109; (e) q ; = 8000 W/m2, 
Grx= 1.3 x 10'°; (/)q; = 16000 W/m2, Grx= 1.9 x 1010 

(1961) and Elder (1965), it was found that the heat transfer 
results in the core region that lies in between were virtually 
unaffected by the conditions at the ends. Hence, so as to avoid 
these end effects all measurements were restricted to 0.15 
m<x<0.25 m. Thus, the boundary layer in the vicinity of the 
central plane confined by 0.15 m<x<0.25 m limits can be 
regarded as two dimensional and representative of natural 
convection over a flat plate immersed in a large pool. 

The modus operandi adhered to in the determination of the 
transition point in mercury is described below. For six different 
heat fluxes qw, the difference between the wall temperature 
Tw, and the temperature outside the boundary layer Tm, 
ATw=Ttv-Ta,, was measured during steady state at three 
downstream locations x (namely x =0.15 m, 0.20 m, and 0.25 
m) from the leading edge of the heated plate. Then, using a 
hot-film anemometer and a storage oscilloscope the instan
taneous velocity fields were recorded for each (qw, x) com
bination. In our experiment, the beginning of velocity 
fluctuations was considered to herald the velocity or hydro-
dynamic transition. When the hot-film probe was traversed in 
the y direction at all three x stations we investigated, it was 
found that the maximum velocity disturbance intensity was 
located around the samey distance from the wall (i.e., j> = 2.5 
mm) regardless of the heat flux. Hence, the hot-film probe 
was positioned inside the boundary layer at j> = 2.5 mm 
throughout the experiment. Also, the above-mentioned max
imum was fairly broad; i.e., the disturbance intensity dropped 
rather slowly as we moved away from this locality. Finally, 
using the heat transfer data acquired as described earlier, the 
Nux number was plotted against the Bo * number and compared 
with the theoretical laminar correlation. A deviation of the 
experimental Nux number from the laminar correlation beyond 

o 16000 W/m" 
V 8000 W/m2 

a 4000 W/m2 

M 1500 W/m2 

A 1000 W/m2 

9 400 W/mz 

Nuv 

0.064 Bo„ 

= 0.71 Bo 

Box 

Fig. 3 Nu, versus Box*data. (Here, Nux = 0.71Boj1'5 represents the the
oretical laminar correlation provided by Fujii and Fujii (1976), whereas 
Nux = 0.064Bo>*

1'3 correlates turbulent data. The transition regime is 
shown based on hot-film data.) 

a certain Bo* number pointed to thermal transition. Then, this 
piece of evidence was used to corroborate the information 
gathered by hot-film anemometry. 

Experimental Results 
Figure 2 depicts a representative collection of instantaneous 

velocity fields spanning all flow regimes. In this figure, oscil
lograms inside the boundary layer at x = 0.25 m are shown for 
all six heat fluxes. The instantaneous velocity data for the other 
x stations can be found from Vitharana (1992). Local heat 
transfer data are shown in Fig. 3. The Nu^ versus Bo^ format 
was chosen for this purpose because the modified Boussinesq 
number is the dimensionless parameter that accurately de
scribes natural convection of liquid metals adjacent to a uni
formly heated vertical surface. In this figure, the 
Nu^O.71 Bo*1/5 line represents the analytical laminar heat 
transfer correlation for mercury provided by Fujii and Fujii 
(1976), while Nux = 0.064 Bo£1/3 correlates the turbulent data. 
In the meantime, reduced heat transfer data are given in Table 
1. The relevant thermophysical properties have been evaluated 
at the film temperature. Furthermore, Figs. 4 and 5 present 
Ra^r versus Pr data and Grx(r versus Pr data, respectively, 
for mercury (as revealed from the present investigation) and 
other fluids (as reported by Vitharana, 1992). In Fig. 4 the 
RaX](r= 109 Pr relation is shown, while the GrX|(r= 109 line is 
shown in Fig. 5. In both these figures, the spans of transition 
Rayleigh and Grashof numbers for air and water are shown 
by vertical straight lines. The respective symbols for air and 
water represent the mean values of these dimensionless num
bers at transition. Also, compare Figs. 4 and 5 with the cor
responding figures given by Bejan and Lage (1990). 

Error Analysis 
The major contributors to experimental error are the meas

urements of temperature, heat flux, and the distance from the 
leading edge. Estimated uncertainties in these measurements 
are listed below: 

Uncertainty in temperature = ±0.1 K 
• Uncertainty in heat flux = ± 5 percent 

Uncertainty in distance from the leading edge= ±0.15 cm 
Taking these primary sources of error into account along 

with an allowance of ± 1 percent for systematic errors in each 
measurement, Table 2 shows the estimated errors associated 
with different parameters at various heat fluxes. At a certain 
heat flux, the error in a given quantity does not appreciably 
change with the stream wise location. The error associated with 
the Rayleigh number is comparable to that of the Grashof 
number. 
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M 

0.25 

0.20 

0.15 

0.25 

0.20 

0.15 

0.25 

0.20 

0.15 

0.25 

0.20 

0.15 

0.25 

0.20 

0.15 

0.25 

0.20 

0.15 

Table 1 

(W/m 2 ) 

16000 

8000 

4000 

1500 

1000 

400 

E 

16.55 

15.19 

13.40 

14.46 

13.13 

11.74 

12.53 

11.45 

10.24 

10.20 

9.35 

8.31 

9.42 

8.64 

7.67 

7.90 

7.17 

6.39 

Reduced heat transfer data 

Gr, 

1.9xl010 

l . l x l O 1 0 

4.8xl0 9 

1.3X1010 

7.0x10s 

3.3xl0 9 

8.2xl09 

4.2x10" 

1.8x10" 

3.5xl09 

1.7xl09 

6.7x10s 

2.5xl09 

1.3xl09 

5.4xl08 

1.2xl09 

5.9xl0 8 

2.5x10 s 

Ra 2 

4.3x10 s 

2.4x10 s 

l . l x lO 8 

3.0xl0 8 

1.7x10" 

7.8X107 

2.1xl0 8 

l . l x l O 8 

4.6x10' 

9.0xl07 

4.4xl0 7 

1.7xl07 

6.5X107 

3.3xl0 7 

1.4xl07 

3.0X107 

1.5X107 

6.5xlOa 

Nu, 

56.8 

40.9 

28.1 

42.3 

31.0 

21.1 

32.7 

26.1 

19.6 

24.5 

20.8 

16.5 

22.9 

18.3 

13.7 

19.8 

15.9 

11.9 

Nu2 from 
laminar correlation 

39.9 

33.3 

26.5 

35.4 

29.6 

23.5 

31.9 

26.7 

21.2 

25.3 

21.2 

16.8 

23.4 

19.5 

15.5 

19.5 

16.3 

12.9 

Table 2 Experimental uncertainties 

Ra v t r 10 9 

O Fujii(1959) 

p /• Lykoudis 8i Tokuhiro (1989) 

Sheriff 8iDavies (1978) 

J 

0.001 0.01 0.1 1 10 100 1000 
Pr 

Fig. 4 Transition Rax number for different fluids (based on the present 
experiment and literature review) 

1012 

1011 

1010 

Gr »109 

108 

107 

r Sheriff 8. Davies -
(1978) 

a A Present Exp I 
: Lykoudis & Tokuhiro 

(1989) 

I I 

• 

I Air 

I 

1 Water 

O Fujii (1959) 

I I 106 

0.001 0.01 0.1 1 

Pr 
10 100 1000 

? » " ( W / m 2 ) 

16000 

8000 

4000 

1500 

1000 

400 

Error in N u , 

±6% 

±6% 

±7% 

± 1 0 % 

± 1 2 % 

± 2 4 % 

Error in Grj. 

± 5 % 

± 5 % 

± 6 % 

± 9 % 

± 1 1 % 

± 2 3 % 

Error in E 

± 3 % 

± 3 % 

± 3 % 

± 5 % 

± 6 % 

± 1 1 % 

Table 3 Gr„ and Ra„ and E parameter at the beginning of velocity 
fluctuations 

«w 

0.25 

0.20 

0.15 

9„"(W/m2) 
at transition 

1000 

1500 

Between 1500 
and 4000 

Gr, 
at transition 

2.5xl09 

1.7xl09 

Between 6.7xl08 

and 1.8xl09 

at transition 

6.5xl07 

4.4xl0 7 

Between 1.7xl07 

and 4 .6xl0 7 

E 
at transition 

9.42 

9.35 

Between 8.31 
and 10.24 

Fig. 5 Transition Grx number for different fluids (based on the present 
experiment and literature review) 

Discussion 
Figures 2(a) through 2(f), corresponding to „v = 0.25 m, col

lectively demonstrate the development of an initially steady, 
laminar velocity field during the course of lengthy transition 
process. Similar comments can be made about the velocity 
traces obtained at A" =0.20 m and x = QA5 m. As Fig. 2(a) 
illustrates the velocity field is very stable at Gr^=1.2xl09 

exhibiting the presence of laminar flow. Here, a comment 
about the small zig-zag oscillations superimposed on the signal 
is in order. These fluctuations were found to be present even 
in the anemometer output from quiescent mercury and can be 
attributed to electronic noise. At Grx = 2.5 x 109, random dis
turbances begin to appear in the velocity field, indicating the 
inception of transition. The flow field is characterized by tur
bulent fluctuations at Grx= 3.5 X 109 and 8.2 x 109 as apparent 
from Figs. 2(c) and 2(d). These fluctuations become fairly 
strong by Grx= 1.3 X 1010 as indicated by Fig. 2(e). Eventually, 
Fig. 2(f) shows the presence of vigorous turbulence around 
Grx=1.9xl010. 

Next let us consider the values of Rayleigh and Grashof 
numbers at the initiation of transition for all three streamwise 
locations. The values of the E parameter at transition are also 
included here for later comparison; see Table 3. 

Although the transition Grx and Rax values at x = 0.25 m 
and x- 0.20 m can be directly calculated from the experimental 
data, the corresponding values at x = 0.15 m could only be 
found to lie within the bounds shown. However, this does not 
seriously hamper the analysis. At x = 0.15 m, the flow field is 
clearly laminar when Grx = 6.7xl08 and turbulent by 
Gr^= 1.8 x 109. The critical Grx number must then lie between 
these two values. In addition, according to this table the hy-
drodynamic transition in mercury occurs, on an average, 
around a Grx number of 2.0 x 109 or a Rax number of 5.0 x 107. 
This clearly shows that the transition Ra* number in mercury 
is much lower than the widely accepted value of 109. 

The local heat transfer data provided by Fig. 3 and Table 
1 will now be discussed. As evident from Table 1, the exper
imental Nux number in the laminar regime deviates about - 5 
percent from the theoretical laminar correlation. As we proceed 
in the Bo* scale, the experimental Nu* begins to depart from 
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Table 4 Grx and Ra„, and E at the departure of Nu, from laminar trend 

? „ " ( W / m 2 ) 

8000 

16000 

x(m) 

0.20 

0.15 

Gr, 

7.0xl0a 

4.8X109 

Ra, 

1.7xl08 

1.1x10s 

E 

13.13 

13.40 

Table 5 Transition Gr„ and Ra„ spans for air and water 

Fluid 

Air 

Water 

Transition Gr2 
range 

1.1X108 to 7.3x10° 

1.4xl08 to 2.0xl010 

Transition Raz 
range 

8.3xl07 to 5.2xl09 

1.4xl09 to 1.3x10" 

the laminar trend. However, according to Table 1, the actual 
point of departure of the Nux number from the laminar be
havior depends on the amount of applied heat flux. In this 
analysis, it is considered to begin when the experimental Nux 

number: (a) deviates at least about + 10 percent from its lam
inar course, and (b) subsequently follows the one-third slope 
characteristic of turbulent convection. According to this cri
terion, the data follow the laminar correlation for heat fluxes 
400 W/m2, 1000 W/m2, 1500 W/m2, and 4000 W/m2. The 
points of departure for other two heat fluxes are indicated in 
Table 4. 

From Table 4 it can be deduced that experimental Nux num
bers begin to depart from the laminar trend, on the average, 
whenGr x =5 .0 to7 .0x l0 9 orRa x =1 .0 to2 .0x l0 8 . Also,recall 
here that significant velocity fluctuations were initially detected 
around Gr x =2.0x 109 or Ra x =5.0x 107. This is quite similar 
to the findings of Cheesewright (1968), who detected significant 
velocity fluctuations in air beginning from Grx = 2 .0x l0 9 . 
However, neither the local heat transfer data nor the mean 
temperature profiles did relinquish their laminar characteristics 
until about Gr x =5.0x 109 during Cheesewright's experiment. 
Moreover, it is transparent from the present heat transfer data 
that the critical Grashof number and the height at which tran
sition occurs decrease with the increasing heat flux. This com
ment is pertinent because at {qw = 4000 W/m2, x = 0.25 m) the 
Nux number has not still abandoned the laminar course. These 
trends are similar to those observed at the beginning of velocity 
transition. 

Bearing the inferences drawn from the present experiment 
in mind, let us now delve into important information furnished 
by past studies in other fluids. From our perusal of previous 
publications (Vitharana, 1992) we learned that transition in 
air, on an average, occurs approximately at Grx = 2 .3xl0 9 , 
whereas that in water, on the average, begins near 
Grx= 5.8 x 109. The corresponding transition Rax numbers are 
1.8 xlO9 and 3.8 xlO10, respectively. Note the jump in the 
critical Rax number accompanied by the increase in Pr number 
from 0.7 to 7. Since the average figures provided above do 
not fully portray the scatter in critical Grashof and Rayleigh 
numbers reported by individual experimenters, their spans 
should be of interest too. They are given in Table 5. 

The spread of the critical Rayleigh number further widens 
as we take into account sodium, mercury, and ethylene glycol 
in addition to air and water, though this does not affect the 
range of the critical Grashof number. At this juncture, the 
critical Rayleigh number can be found to lie between 107 and 
10", whereas the critical Grashof number still remains between 
108 and 1010. Also note the distinct increase in the critical 
Rayleigh number when we move from low-Pr fluids to their 
higher counterparts. This approximately satisfies the relation 
Rax,/r = 109 Pr as pointed out by Bejan and Lage (1990). How-

Table 6 Values of the E parameters at the deviation of Nux from laminar 
trend for mercury, air, and water 

Fluid 

Mercury 

Air 

Water 

E 

13.27 

20.50 

19.20 

E G r 

4.49 

4.24 

4.49 

ever, no such trend is visible in the behavior of the Grashof 
number; see Figs. 4 and 5. Although the variation of the critical 
Grashof number is considerably less than that of the critical 
Rayleigh number, it still spans about two orders of magnitude. 
Use of various criteria by individual experimenters to identify 
transition and the effect of external disturbances can be cited 
as the main reasons for this. Nonetheless, even when the same 
criterion is used, several experimenters (e.g., Vliet and Liu, 
1969; Godaux and Gebhart, 1974; Jaluria and Gebhart, 1974; 
Qureshi and Gebhart, 1978; Mahajan and Gebhart, 1979) have 
noted that the transition Grx number varied with the heat flux. 
This observation is consistent with our results as remarked 
earlier. 

Gebhart and his co-workers have studied the aforesaid phe
nomenon in detail in both air and water. They contend that 
a unique value of E= G*(v2/gx3j2/l5 fairly well forecasts a given 
transition event in both gases and water. It is therefore natural 
to consider the values attained by the E parameter at the onset 
of transition in the present liquid-metal experiment. Although 
the transition Grx is decreasing with the increasing heat flux, 
the value of the E parameter at the beginning of velocity fluc
tuations seems to be very stable. The average Grx here is about 
2.0 x 109. Its spread about the mean is about ±25 percent. The 
mean of E at the velocity transition is 9.35. Its spread about 
the mean is less than ± 1 percent. Next, let us consider the 
value of E at the point of departure of the Nux from the laminar 
correlation. In this experiment, the mean value of Grx during 
this event is 6.0 x 109. The variation of Grx about the mean 
value is about ±20 percent. The mean value of E at the de
parture of Nux from laminar trend is 13.27. Its spread about 
the mean is nearly ± 1 percent. Although Gebhart and his co
workers do not provide values for E at the initiation of velocity 
fluctuations and at the point of departure of Nux from the 
laminar trend, the latter event should occur almost simulta
neously as the departure of mean temperature profile from the 
laminar shape. In gases and water, according to Gebhart et 
al. (1988), the mean temperature profile begins to depart from 
laminar trend when E is about 20. However, in the present 
experiment, the value assumed by E during this event is about 
30 percent lower than this. 

Now, let us recapitulate how Jaluria and Gebhart (1974) 
arrived at the E criterion. They first observed that transition 
occurred at a constant value of GVJC2 7 5 . Here, recall that 
G* = 5(Gr*/5)1/5. Subsequently, they nondimensionalized it 
with the arbitrary factor (v2/g)2/[5 to yield E=G*(v2/gxi)2/,s. 
However, the following analysis points out that the E param
eter could eventually be interpreted solely in terms of the 
Grashof number. The argument is as follows: 

Instead of nondimensionalizing G*/^fi with the arbitrary 
factor (v2/g)2/[s, one could equally well use (v2/g(Ap/p))2/iS 

for this purpose. The use of the latter factor is more instructive 
since it shows the influence of the Grashof number on the 
transition as 
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G V ^ V / g t A p / p ) ) 2 " ^ 
G*(l/Gr.v)

2/15 = 5(GrA75)1/5(l/GrA.)2/15. 

As such, the natural transition should occur at a constant value 
of the parameter (Gr^)'/5(1/Grv)

2/15. By noting that Gr?= Gr^No,, 
it follows that the transition should occur at a constant value 
of GrJ/15Nul/5. On the other hand the variation of Nu /̂5 with 
the heat flux during transition is negligibly small. Therefore, 
it can be argued that transition occurs at a constant value of 
GrJ./15. For this reason we define EGr = Gr[

x
/[5 as a modified E 

criterion1 and proceed to compare its ability to predict tran
sition in juxtaposition with Gebhart's E parameter. Table 6, 
using mercury, air, and water, which span a Prandtl number 
range of about three orders of magnitude, compares the values 
of these two parameters at the departure of the NuA. number 
from the laminar trend. If we consider all three fluids at the 
same time, the Nux number deviates from its laminar course 
when E= 17.65±25 percent or EGt = 4A0±4 percent. Hence, 
it is clear that EGr predicts natural transition with an accuracy 
much greater than that of E when all three fluids are taken 
into account. For lack of sufficiently detailed data, other fluids 
cannot be used in this comparison. 

Conclusions 
Our experimental results indicate that velocity fluctuations 

begin to show up in mercury near Grx=2.0x 109. Moreover, 
the local Nusselt number abandons its laminar course around 
GrA = 6.0x 109. These findings support the argument of Bejan 
and Lage (1990) that transition in low-Pr fluids takes place at 
RaA much lower than 109. In addition, our detailed analysis 
verifies their claim that Gr, is a better predictive parameter of 
transition than Ra*. Furthermore, in our discussion we did 
demonstrate that a minor modification of the arbitrary non-
dimensionalization of G*/*275 effected by Jaluria and Gebhart 
(1974) would yield a better transition criterion EGn which is 
solely based on the Grashof number. Hence, it is worthwhile 
to consider the physical interpretation of the Grashof number, 
particularly in analogy to that of the Reynolds number. Ac
cording to the interpretations of nondimensional numbers ad
vanced by Lykoudis (1990), Grashof number is the square of 
the ratio of the momentum diffusion time to the free-fall time. 
The free-fall time is revealed from the balance of gravitational 
and inertial forces that exists when an object falls in an am
bience of different density in the absence of dissipative forces. 
Following Lykoudis (1990), the free fall time tf~ (L/g{Ap/ 
p))1/2 and the momentum diffusion time t„,~L2/v. Hence, 
Gr = g(Ap/p)L3/v2~ (t,„/tf)2. For forced convection, Re num
ber can be interpreted as follows: 

'in Vitharana (1992), Ea has been denoted by £" . 

6 v L/U~ tc 

Here tc is the time taken by a fluid particle to travel a distance 
L. In forced flows, the transition occurs when t,„>>tc. In 
direct analogy, in buoyancy-driven flows, the transition takes 
place when tm > > tj. Although this is not a proof that a con
stant value of Grashof number or EGr parameter is associated 
with transition, it gives an intuitive feel for the role of the 
Grashof number in- analogy to that of the Reynolds number. 
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Electromagnetic Theory Predictions 
of the Directional Scattering From 
Triangular Surfaces 
Angular predictions of directional scattering distributions for metal and dielectric 
surfaces with length scales of the order of the wavelength are made from rigorous 
electromagnetic scattering theory. The theoretical and numerical formulation of the 
electromagnetic scattering solution based on the extinction theorem is presented. 
One-dimensional triangular surface profiles are generated using a Fourier series 
representation for various correlation lengths, deviations, and surface peak positions. 
Bidirectional reflection functions and directional emissivities are calculated for the 
surface geometry parameters above and various optical properties. Angular en
hancements in bidirectional reflection and emissivity are quantified. Angular scat
tering and emissivity predictions have been extended beyond those previously reported 
to include surfaces with equivalent correlation length and deviation. 

Introduction 
The directional nature of surface radiative properties is of 

interest in many thermal engineering applications. Consider
ation of the directional nature of surface properties has dem
onstrated the directional selectivity of such spatially contoured 
surfaces. For triangular surfaces, the directional enhancements 
of the emissivity have been quantified (Hollands, 1963) for 
surface lengths large compared to the wavelength. Closely re
lated triangular surfaces also exhibit important directional re
sults including angular enhancements (Perlmutter and Howell, 
1962; Brandenberg and Clausen, 1965). Demont et al. (1982) 
have shown that grooving of surfaces is important when di-
rectionally enhancing emission. More recently angular emis
sion enhancements have been quantified and analytical models 
based upon classical engineering approaches proposed (Hes-
keth et al., 1988a). The analyses in all these works consider 
surface structure that is large relative to the wavelength, which 
precludes consideration of many infrared wavelengths and/or 
small surface roughnesses. The results presented here quantify 
the directional nature of thermal radiation properties for sur
faces that include such microstructures. 

Rigorous qualification of the directional scattering distri
bution for contoured surfaces with structure on the order of 
the wavelength generally requires electromagnetic theory pre
dictions to quantify surface radiative properties. Recent ad
vances (Cellietal., 1985;Maradudinetal., 1989,1990; Sanchez-
Gil and Nieto-Vesperinas, 1991; Nieto-Vesperinas and San
chez-Gil, 1992) in electromagnetic scattering predictions pro
vide such solutions, based on the extinction theorem (Wolf, 
1973). The directional distribution of scattered energy is a 
function of the material surface, through the optical constants, 
the wavelength and angle of incident energy, and the surface 
parameters including correlation length, deviation, and peak 
position. The geometry of the surface plays an important role 
in determining the magnitude of the scattered energy distri
bution. Typical surfaces are described by the correlation length 
and the deviation, but by changing the geometry of a surface 
with constant correlation length and deviation, the directional 
distribution of scattered energy is significantly altered. This 
work presents the effects of changing surface parameters and 
material optical parameters on the angular directional scat-
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tering distribution and directional emissivity from typical sil
icon and aluminum surfaces. 

The basic radiative surface properties are the bidirectional 
reflection function and the bidirectional transmission function. 
The hemispherical radiative properties of reflection and trans
mission are obtained by integrating the bidirectional functions 
(Siegel and Howell, 1981). When an opaque surface such as 
silicon or aluminum is analyzed, the hemispherical emissivity 
from a surface is obtained from the hemispherical reflection 
function. Since the surface material is described by specific 
values of the dielectric properties, all of the radiative properties 
are spectral quantities. 

The following sections contain the theoretical and numerical 
formulation of the scattering solution and directional scatter
ing distribution results. The definitions of the radiative prop
erties that are used for directional distributions of the scattered 
energy are presented. The exact integral equation solutions of 
the electromagnetic wave equations and the numerical repre
sentations are also developed. Results of the bidirectional re
flection function and directional emissivity from various 
triangular surfaces follow. 

Analysis for Deterministic Surface Scattering 
Surface Reflection and Transmission Properties. For an 

electromagnetic wave incident upon a surface, scattering proc
esses characterize the change in the directional and energy 
distributions of the incident wave. The phenomenon is ex
pressed in terms of the incident power and either the scattered 
power or the transmitted power. The ratio of incident power 
and scattered power is the bidirectional reflection function, 
while the ratio of incident power and transmitted power is the 
bidirectional transmission function. From the Poynting theo
rem relation (Stratton, 1941), the bidirectional reflection func
tion is expressed as % times the ratio of the reflected radiant 
power per unit solid angle per unit area normal to the direction 
of reflection to the incident radiant power (Brewster, 1992). 
Likewise, the bidirectional transmission function is ir times the 
ratio of the transmitted power per unit solid angle per unit 
area normal to the direction of transmission to the radiant 
power. These functions are 

7T d$s 

px(.e0,es)= 
cos 6. dQK 

d$o 

dQn 

(Iff) 
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and 

•T\(fio,0,) = 

IT di, 

cos 6, dQ, 

d$o 

dQ„ 

(lb) 

where the subscripts o, s, and t denote the incident, scattered, 
and transmitted quantities, respectively. Hemispherical reflec
tion and transmission from the surface are obtained by inte
grating Eqs. (1) over all the scattering and transmitting angles, 
respectively, for a given incidence angle. The other surface 
properties, emissivity and absorptivity, are obtained from 
Kirchhoff's law and conservation of energy on the surface. 
The directional emissivity is (Siegel and Howell, 1981) 

ei(60) = 1 - px(fl„) = 1 - - [ px" (do, Bs) cos 6S dUs (2) 

The following sections formulate exact solutions for the power 
functions *,, $,, and $ 0 for use in Eqs. (1) to determine the 
emissivity with Eq. (2). 

Electromagnetic Theory. Rigorous exact solutions for the 
scattering of incident waves from surfaces are given by elec
tromagnetic theory (Soto-Crespo and Nieto-Vesperinas, 1989; 
McGurn and Maradudin, 1989; Maradudin et al., 1991; Nieto-
Vesperinas and Sanchez-Gil, 1990). The deterministic surface 
considered is shown in Fig. 1. For the one-dimensional surface 
varying in the x direction, scattering is considered solely in the 
plane of incidence. The surface interface is described by z = 
f (x), which separates a semi-infinite vacuum from a dielectric 
or metal material characterized by a linear, spatially uniform 
and isotropic, dielectric constant, e. The dielectric constant is 
a function of the refractive index, n, and the absorption index, 
K, of the surface (Brewster, 1992). The linearly polarized, mon
ochromatic, plane electromagnetic incident wave strikes the 
surface at an incidence angle, 80, with the z axis. The com
ponents of the incident, reflected, and transmitted wave vectors 
are, respectively, 

K0 = k0(sm 60, 0, - c o s d0) 

Ks-k0(sin 6S, 0, cos 0S) 

(3fl) 

(36) 

Fig. 1 Deterministic surface scattering geometry (y coordinate into the 
page) 

K, = \fek0(sin d,, 0, - c o s 6,) (3c) 

where k0 = 2ir/\. 
As shown in Fig. 1, the surface is described by the ratios of 

correlation length to wavelength, r/X, and deviation to wave
length, cr/X. In addition, the position of the surface peak is 
determined by the parameter, / , which is any value between 
0.0 and 1.0. There is no depolarization for either the transverse 
magnetic (TM) or transverse electric (TE) incident wave, since 
only the incidence plane is of interest. Consequently, the elec
tric field vector for TE polarization and the magnetic field 
vector for TM polarization have only j components (j is the 
unit vector on the y axis). 

The incident vectors are 

E(x, z) =}E0 exp{ik0(x sin 60-z cos 60)}, TE polarized 
(4a) 

H (x, z) =}H0 exp {ik0(x sin d0 -z cos 60)), TM polarized 
(46) 

where E0 and H0 are the complex amplitudes of the incident 
wave. The time-dependence factor exp(- iW) is suppressed 
throughout. The reflected and transmitted fields are now ob-

-Awn) t>mn ~ 
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tained by solving the corresponding Helmholtz equations. Each 
polarization is discussed independently. 

TMPolarization. For the surface, z > i;(x), as presented 
in Fig. 1, the Helmholtz equations describing the magnetic 
field have been formulated (Stratton, 1941). H is considered 
to be polarized perpendicularly to the plane of incidence. The 
H field satisfies a continuity condition on the component tan
gent to the surface. By using Maxwell's equations (Stratton, 
1941), the following jump conditions for the magnetic field 
and the derivative of the m.agnetic field are obtained: 

Hf(x, z)\t = fU) -Hy (X, Z) U = ?U) 

dn 
H>(x,z)\z --IM- -^H<(x,z)\^ 

e dn r<*)-

(5) 

(6) 

Hy is the only component of H that remains after accounting 
for TM polarization in Eqs. (5) and (6). The derivative in Eq. 
(6) is taken with respect to the surface normal. 

The Helmholtz equation in two dimensions is transformed 
by using a Green's function for a line source (Sanchez-Gil and 
Nieto-Vesperinas, 1991). After a coordinate transformation, 
the two-dimensional Green's function above and below the 
surface is expressed in terms of the zeroth-order Hankel func
tion of the first kind (Morse and Feshbach, 1946). 

In order to obtain the scattered power in terms of the scat
tering angle, 6S, and the transmitted power in terms of the 
transmitting angle, 8,, the result is integrated over the volu
metric vacuum above the surface and over the volume below 
the surface. By use of Green's theorem, the volumetric integral 
of the Helmholtz equation is expressed as an integral over an 
arbitrary surface, S (Stratton, 1941). The volumetric integral 
is reduced, and the surface integral above the surface is 

-4TTHy
>(X,Z)=\j > Hf(x',z') 

dG0(x, z; x , z') 

-G0(x, z; x', z') 

dn 

dHf 

dn 
da', (la) 

while the surface integral below the surface is 

-A-KHUX, z) = 
Jc< 

HUx',z') 
, 3Ge(x, z; x', z') 

dn 

dH< 

-Ge(x, z; x ' , z') —L-dn 
da', (lb) 

Equations (7) are integrals over arbitrary surfaces, S> and S<. 
Since the surfaces are arbitrary, the integral in Eq. (7a) is taken 
over a surface at infinity and added to an integral taken over 
the material surface. The integral over the surface at infinity 
is interpreted as the incident field (Wolf, 1973). Similarly, the 
integral in Eq. (lb) is taken over a surface extending to negative 
infinity and added to an integral taken over the material sur
face. The surface extending to negative infinity contributes 
nothing since there are no incoming waves passing toward the 
surface z = f (x) from negative infinity and the outgoing waves 
are assumed to decay exponentially. In this way, when the 
normal derivative is correctly assigned and Eq. (6) is substituted 
into Eqs. (7), the pair of coupled integral equations for the 
magnetic field are 

H>(x, z)=Hf(x)0 + 
4-7T Ch°(- t'(x')XZ7 + ZIT dx' dz' 

xG0(x, z; x', z')\i =r(*)' -G0(x, z; x', z') 

xL(x')\ = «*'> dx' (8a) 

HZ (x, z) = 
1 

4-7T 

xG e(x, z\ x', z') 

, , , , d d N 

H(x')[ - n j f ' ) _ + _ 

-i(x' -eGe(x, z; x \ z ) 

xL(x')\z> = ru ) 

where G0 and Ge are the Green's functions and 

H(x')=H>(x',z')\z 

d d 
= ru ) 

L(x')=[ -f(x') 
dx' dz 

H>(x',z')\z = ! - < * ) • 

dx' (8b) 

(9a) 

(9b) 

The Hankel functions in G0 and Ge have singularities and must 
be directly integrated by numerical computation (Maradudin 
et al., 1990; Sanchez-Gil and Nieto-Vesperinas, 1991). Equa
tions (8) are the integral equations governing TM polarized 
surface scattering from a dielectric surface. With the integral 
representations of G0 and Ge, Eqs. (8) provide the angular 
spectrum of the scattered field and transmitted fields (Sanchez-
Gil and Nieto-Vesperians, 1991). 

The total power scattered into the region above and below 
the material surface is calculated from the Poynting power 
theorem (Stratton, 1941). After evaluating the integrals of the 
power theorem, the power scattered into any angle is 

d-h 
d6s 

-Lv Kn 
\rTM(es)\

2 

8e0co 2-7T 

and the power transmitted into any angle is 

dS, Ly 

dd,~ ~ I W h)\2 

(10a) 

(10b) 
8e0coe 2ir 

The scattering reflection function, rTM(6s), and the scattering 
transmission function, tTM{d!), are given by 

rrM (6S) = 1 ! exp { - ik0 (x sin 6S + f(x) cos 6S)} 

x(ik0(t' (x) sin 0 s -cos 8s)H(x) -L(x)) }dx (Ua) 

and 

tTM(dt) = fexp( -i\fek0(x sin dt- £(x) cos 6,)} 

X(i*J~ek0(-t'(x) sin 0, + cos 8,)H(x) + eL(x))}dx. (lib) 

After evaluating the magnitude of the incident power flow 
with the Poynting power theorem, the result and Eqs. (10) are 
substituted into Eqs. (1) to give the desired results for the TM 
polarized bidirectional reflection function 

PXTMido, 6S) = I \ IrTM(6s) 12 (12a) 

8 Lx cos 6S cos 8C 

and the TM polarized bidirectional transmission function 

1 T\ThSo, Si) =~ • f(0,)\ (12b) 
8 e l , cos d, cos 60 

Equation (12a) is integrated over all scattering angles and Eq. 
(12b) is integrated over all transmitting angles to obtain the 
hemispherical reflectivity, p\(60), and the hemispherical trans-
missivity, T\(80), for TM polarization. When the dielectric me
dium is nonabsorbing, conservation of energy on the surface 
requires that the hemispherical functions sum to unity. 

TEPolarization. In the case of TE polarization, the electric 
field vector, E, is perpendicular to the plane of incidence. The 
formulation is exactly the same as for the TM polarization, 
with Ey substituted for Hy in all of the equations. Using the 
continuity equation for the E field (Stratton, 1941) and re
ducing it by using Maxwell's equations yields the jump con
ditions as 

Ef (x, z) z = f(x) = EUx,z)] 
z = t(x) (13) 

Journal of Heat Transfer AUGUST 1994, Vol. 116/641 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dEf (x, z) 
dn 

a*,* u z) 
z = f(x) 

(•--•J 

Equations similar to Eqs. (8) are obtained as 

E>(x,z)=E>(x)0 + ^- \ Eix){-r{x)j?+a?) 
xG0(x, z; x\ z')\z' =iU')~G0(x, z; x', z') 

x ^ ( * ' ) U ' = r u ' > 

1 f°° 

cfcc' (15a) 

_*<*'>(-*•'<*')£+£) 
xGe{x, z;x', z')\z' = nx')-Ge(x, z; x', z') 

xF(jf')U' = f(x') ax ' (156) 

where E(x') andF(x') are 

E(x')=E>(x',z')\z'=ax') (16a) 
and 

f U ' ) = r u ' ) a f 7 + a 7 ' j B 7 > ( x ' ' z ' ) l ? ' = f ( x ' ) ' (166) 

Applying the integral representation of G0 and Ge to Eqs. 
(15) gives the angular distributions of the scattered field and 
the transmitted field for TE polarization, which are evaluated 
using the Poynting power theorem (Stratton, 1941). The power 
scattered and transmitted into any angle are 

di, 

dds 8/H0OJ 2ir 
1^(0,) I2 

and 

rf*, 
- ^ ^ 1 ^ ( 0 , ) I2. (176) 

dd, 8/t0co 2ir 

The scattering reflection function, rTE(fis), and the transmission 
function, tTE(Si), are given by 

rTE (ds) = \ f exp ( - ik0 (x sin 0, + f(x) cos 6S)} 

x O ' M f M sin 0 s-cos 6s)E(x)-F{x))}dx (18a) 

and 

tTE(6t)=\ f exp j - hfek0 (x sin 0, - f(x) cos 0,) j 

X(;VeAr0(-f '(x) sin 0, + cos 6,)E(x) + eF{x)) }dx. (186) 

After evaluating the magnitude of the incident power, the TE 
polarized bidirectional reflection function is 

ioxre(0o. 0j) =j; 
1 

8 Lv cos 0. cos 0, 
l/-re(0s)l (19a) 

and the TE polarized bidirectional transmission function is 

1 1 
Txre(0o> 0r) - 8 Lx cos 0S cos 0„ 

\tTE(Qt)\\ (196) 

Equations (19) are integrated over all the scattering and 
transmitting angles to give the TE polarized hemispherical 
reflection and transmission functions. These functions must 
also sum to unity when the dielectric medium is nonabsorbing, 
to satisfy conservation of energy on the surface. 

For unpolarized reflection, a simple average of Eqs. (12a) 
and (19a) is taken. Unpolarized transmission is an average of 
Eqs. (126) and (196). The unpolarized equations for bidirec
tional reflection and bidirectional transmission are integrated 
over all 0̂  and 0, to obtain unpolarized hemispherical reflec

tivity and transmissivity, which in the case of nonabsorbing 
mediums must be equal to unity. 

Numerical Implementation. The surface scattering equa
tions given by the electromagnetic theory formulation are solved 
numerically. Accurate solutions are obtained by a quadrature 
scheme described by Celli et al. (1985), Maradudin et al. (1989, 
1990), Sanchez-Gil and Nieto-Vesperinas (1991), and Nieto-
Vesperinas and Sanchez-Gil (1992). 

The integral equations are discretized over the interval of 
interest, Lx, so that the integrals are replaced with summations. 
The matrix elements are provided by Maradudin et al. (1990). 
With the matrix elements, the discretized unknowns H(x„), 
L{x„), E(x„) and F(x„) are determined. Thus Eqs. (11) and 
(18) reduce to 

M-l 

rTM(6s) = 2 ( A ^ U ' M f (x„) sin 0,-cos ds)H(x„) 

- L (x„) j exp[ - ik0 (x„ sin 0S + ftx„) cos 6S)]} (20a) 

tTM(6,)= 2 ( A * ( / V ^ o ( - f ' ( * « ) sin 0, +cos «,)//(*„) 

+ eL (xn) j exp [ - i*Jlk0 (x„ sin 0, - f (x„) cos 0,)] J (206) 

and 

rTE(6s) = XI itoi'koW (*«) si" 0*-cos ds)E(xn) -F(x„)} 

x exp [ - ik0 (x„ sin 6S + f(x„) cos 6S)]} (21a) 

(17a) tTE(6,)= 2 iAx[i\fek0(-Z'(x„) sin 6, + cos d,)E(x„) 

+ F{x„)}exp[-i~/ek0(x„ sin e,-tfx„) cos 0,)]). (226) 

These expressions are solved and used in the bidirectional re
flection function equations, Eqs. (12) and (19). 

All equations are programmed on a Cray Y-MP4/464 or a 
Convex C3880 using matrix factoring and solving routines to 
solve for the unknowns, H(xn), L (x„), E(x„), and F(x„). The 
specific routines used are CGETRF and CGETRS on the Cray, 
which factor the matrix into its LU decomposition and solve 
the matrix, respectively. On the Convex, the routines CGEFA 
and CGESL are used to solve the system of equations. The 
surfaces with longer surface lengths and larger deviations are 
run on the Convex. Simple polynomial approximations (Abra-
mowitz and Stegun, 1965) are used to obtain values of the 
Hankel functions within the matrix elements. 

The surfaces are constructed using a Fourier series repre
sentation of the surface. Since a Fourier series is not an exact 
representation of a surface, the number of terms in the surface 
series is important. The number of terms in the series must be 
large enough to remove any numerical inconsistencies on the 
order of the surface deviation. However, since the numerical 
solution relies on the first and second derivatives on the surface, 
the number of terms must be small enough to provide nu
merically continuous derivatives. Up to 75 terms have been 
included without altering the presented results. For the tri
angular deterministic surfaces presented, a 25-term Fourier 
series is used to generate the surface profiles. This series keeps 
continuous derivatives and removes any numerical inconsist
encies associated with smaller series that may affect results. 

The surface length is made as long as numerically possible 
to minimize the edge effects from the incident plane wave on 
the surface. Surface lengths are typically 30X to 200X depending 
on T/X. Typical surface lengths are divided into 2400 incre
ments on the Cray and 3300 increments on the Convex. These 
lengths require the memory limit of each machine. Surfaces 
that have a large o/X require more increments than surfaces 
with small a/\. All results presented conserve energy to within 
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Fig. 2 Comparison of scattering solutions from silicon (n = 2.0, K = 
4.0) surfaces of varying correlation length, T/X, for constant deviation, 
al\ = 1.0 and constant / = 0.5, for the bidirectional reflection function 
at e„ = 15 deg versus 6S. 

1 percent as evaluated by examining conservation of energy 
for a true dielectric surface (i.e., K = 0.0). 

Results 
The directional distribution of scattered energy is affected 

by the surface parameters of correlation length, T/X, deviation, 
a/X, and surface peak location parameter,/. These parameters 
determine the location and the magnitude of the scattered 
energy for a given incident wave angle, 60. The magnitude of 
the scattered energy is also altered by changing the surface 
material. Magnitude variations produce significant changes in 
hemispherical emission from surfaces with similar parameters. 
The following results are from typical silicon surfaces, with 
dielectric constants, n = 2.0 and K = 4.0 (Hesketh, 1988b), 
and from aluminum surfaces with dielectric constants, n = 
1.5 and K = 10.0 (Brewster, 1992;Palik, 1985). Aplane incident 
wave is used for all the results. Since the surface parameters 
are normalized with the incident wavelength, the scattering 
results are general for any incident wavelength, but the di
electric properties of surfaces are typically wavelength depen
dent. 

Figure 2 compares the bidirectional reflection function from 
surfaces of varying r/X, constant a/X =1.0, and the symmetric 
value of / = 0.5. The bidirectional reflection function from 
a typical silicon surface for a wave incident at angle, 60 = 15 
deg, is presented versus the scattering angle, ds. As shown in 
Fig. 2, the correlation length significantly alters the locations 
and magnitudes of dominant reflection. The number of lo
cations of reflected energy increases as the correlation length 
increases. For the four cases shown in Fig. 2, the reflection 
locations increase from 2 when T/X = 1.0 to 7 when T/X = 
4.0. These locations are predicted by classical optical grating 
theory, which is a simple function of the correlation length 
and the incident angle (sin 8S = sin 60 + rih/r, n = 0, ±1 , 
±2, . . . , ) (Klein and Furtak, 1986). However, grating theory 
fails to predict the magnitude of the scattered energy, which 
is important for predicting bidirectional reflection. 

The magnitude of the reflected energy at a dominant scat
tering angle is a function of the correlation length. Figure 2 
shows that at a scattering angle of 6S = -47.8 deg, all four 
surfaces have scattered energy. However, the magnitudes of 
the reflection function are significantly different for each cor
relation length. When the correlation length is doubled from 
1.0 to 2.0, the reflection function approximately doubles at 0, 
= -47.8 deg. If the correlation length is tripled from 1.0 to 
3.0, the reflection function increases by over a factor of 5. 
However, quadrupling T/X from 1.0 to 4.0 only approximately 
quadruples the reflection function at 6S = -47.8 deg. Al-

Fig. 3 Comparison of scattering solutions from silicon (n = 2.0, K = 
4.0) surfaces of varying deviation, al\, for constant correlation length, 
T/X = 4.0 and constant / = 0.5, for the bidirectional reflection function 
at 0„ = 30 deg versus $s. 

though the magnitude of the reflection function is a strong 
function of the correlation length, it does not follow a simple 
formulation analogous to grating theory and must be rigor
ously predicted. As shown in Fig. 2, the directional distribution 
of energy at 60 = 15 deg is more distributed for T/X = 4.0, 
but the most dominant spike occurs when T/X = 3.0. By 
varying the correlation length, the directional distribution of 
the scattered energy is significantly altered. 

In Fig. 3, the bidirectional reflection functions for silicon 
surfaces of varying ff/X, constant T/X = 4.0, and the symmetric 
value of/ = 0.5, are compared. The bidirectional reflection 
function for an incident wave of 60 = 30 deg is plotted versus 
the scattering angle, 6S. Since the correlation length does not 
change, the locations of reflected energy are the same for all 
three deviations. However, the magnitude of the reflected en
ergy in each location changes with surface deviation. Although 
some reflection occurs at all of the predicted locations, only 
a few modes are dominant for each deviation. When a/\ = 
1.0 and ff/X = 2.0, a significant amount of backscattering 
occurs. When the deviation reaches 4.0, however, the scattering 
is almost completely forward. This forward scattering is sig
nificantly larger than the backscattering regions for the smaller 
deviations. At other incident angles, the a/X = 1.0 and <r/X 
= 2.0 surfaces have significant forward scattering and the 
ff/X = 4.0 surface has backscattering. This scattering phe
nomenon is rigorously computed to predict the relative mag
nitudes of the directional distribution. 

Figure 4 shows the directional contribution of surface ge
ometry to the bidirectional reflection function by varying /for 
constant T/X = 4.0 and constant a/X = 1.0. The bidirectional 
reflection function from a silicon surface with a wave incident 
at 60 = 30 deg is plotted versus 6S. Since the correlation length 
does not vary, the reflection locations are the same for all three 
cases. The magnitudes of the reflected energy in the different 
locations vary for the different geometries. For a symmetric 
surface described b y / = 0.5, significant backscattering into 
d0 = - 30 deg occurs. The magnitudes of the reflection peaks 
vary significantly. When the surface peak is skewed to / = 
0.7, however, the reflection function magnitudes at all reflec
tion peaks are of a similar order. When the peak position is 
almost a right angle (f = 0.9) the dominant reflection is normal 
to the surface. Therefore, the peak position of the surface is 
a significant factor in determining the magnitude of dominant 
modes of reflection. The distribution of scattered energy is 
altered by simply changing the geometry of a surface with 
constant surface parameters, T/X and CT/X. 

Figures 2, 3, and 4 show the effects of geometry and the 
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Fig. 4 Comparison of scattering solutions from silicon (n = 2.0, K = 
4.0) surfaces of varying surface peak position, /, constant correlation 
length, r/X = 4.0, for constant deviation, alX = 1.0, for the bidirectional 
reflection function at 0o = 30 deg versus 0S. 

Fig. 6 Comparison of emission from silicon (n = 2.0, K = 4.0) and 
aluminum (n = 1.5, K = 10.0) surfaces of varying deviation, alX, constant 
correlation length, T/X = 4.0, and constant / = 0.5. 

- Al: T/X= 1.0; £ 1 = 0.16 
• Al: TA = 2.0; E, = 0.10 
-Al: T/X= 3.0; £, = 0.085 
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Fig. 5 Comparison of emission from silicon (n = 2.0, K = 4.0) and 
aluminum (n = 1.5, K = 10.0) surfaces of varying correlation length, 
T/X, constant deviation, <r/X = 1.0, and constant / = 0.5. 

surface parameters on the directional distribution of the scat
tered energy from a surface. Varying the correlation length 
varies the location and the magnitude of the reflected energy, 
while varying the deviation and the peak position of the surface 
only changes the magnitude of the reflected energy. The di
rectional distribution of reflected energy is significantly en
hanced or decreased by changing any of the three surface 
parameters. Although the reflection results for aluminum sur
faces are not presented, the only alteration in the previous 
results is in the magnitude of the bidirectional reflection func
tion. 

In Figs. 5, 6, and 7, emissivity from both silicon surfaces 
and aluminum surfaces is compared for various surface pa
rameters. The directional spectral emissivity is presented versus 
emission angle, 6e, along with the hemispherical spectral em
issivity. At grazing incident angles, the directional spectral 
emissivity is not rigorously computed due to numerical limi
tations and the function is approximated to obtain hemispher
ical spectral emissivity. Various approximations to extend the 
data to 90 deg have been made, and the hemispherical spectral 
emissivity values are calculated to within 5 percent. 

Figure 5 shows the directional spectral emissivity from silicon 
and aluminum surfaces with varying T/X, constant a/\ = 1.0, 
and the symmetric value of/ = 0.5. The general shapes of the 
emissivity curves for silicon and aluminum are similar, al
though the magnitude of the emissivity is larger for silicon 
surfaces. The surfaces with a small correlation length are more 
monotonic than the surfaces with longer correlation lengths. 
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Fig. 7 Comparison of emission from silicon (n = 2.0, K = 4.0) and 
aluminum (n = 1.5, K = 10.0), surfaces of varying peak position, /, 
constant correlation length, rlX = 4.0, and constant surface deviation, 
alX = 1.0. Angular results are the average of the positive B„ and negative 
<?„ emissivities. 

For a surface with T/X = 4.0 enhancements occur at approx
imately de = 18 deg and de = 36 deg. As the correlation length 
decreases to T/X = 1.0, which makes the surface deviation 
more prominent, these enhancements are decreased until the 
surface becomes monotonic. As shown in Fig. 5, the hemi
spherical spectral emissivity is largest for the roughest case of 
T/X = 1.0. This value decreases significantly as T/X is length
ened. Also, the silicon is a much better emitter than the alu
minum for the properties used in these predictions. 

Figure 6 compares the directional spectral emission function 
from silicon and aluminum surfaces for varying a/X, constant 
T/X = 4.0, and the symmetric value of / = 0.5. Again, the 
silicon is a much better emitter than the aluminum. The di
rectional emissivity becomes more monotonic as the surface 
roughness increases. In addition, the magnitude of the emis
sivity increases as the roughness is increased. Enhancements 
occur for all of the emissivities shown. For the o/X = 1.0 
emission functions, these enhancements are a significant in
crease over the hemispherical spectral emissivity. For silicon, 
the hemispherical spectral emissivity is 0.38, but the directional 
spectral emission function becomes approximately 0.43 at 8e 

= 36 deg. 
Figure 7 compares the effect of surface peak position on the 

directional spectral emission function. Emission from both 
silicon and aluminum surfaces is shown for a/\ = 1 . 0 and 
T/X = 4.0. The directional emissivity at all 6e is presented as 
the average of the positive and negative angle emission values. 
The peak position affects the shape of the directional spectral 
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emission function, but does not change the hemispherical spec
tral emissivity significantly. This occurs because the magni
tudes of the various emission functions are approximately the 
same even though the distribution is slightly different. When 
the distributions are integrated, the directional phenomena are 
averaged, and the hemispherical emissivities are approximately 
the same. 

Conclusions 
Through recent advances in numerical approaches to elec

tromagnetic theory, solutions for the angular scattering from 
very rough surfaces are presented. Geometric structure for 
triangular surfaces is included for length scales of the order 
of the wavelength. Rigorous predictions for thermal radiative 
properties are presented for various optical properties. 

The geometric parameters of correlation length, deviation, 
and surface peak position significantly change the scattering 
distribution. The correlation length of the surface determines 
the possible locations of scattered energy, while the magnitude 
of the scattering locations is determined by all the parameters. 
In many instances, the surface parameters change the phe
nomena from complete backscattering to forward scattering. 
In addition, the phenomena a particular surface exhibits change 
with the angle of incident energy on the surface. 

The surface peak location parameter also significantly af
fects the directional distribution of the scattered energy. By 
simply changing the peak position of the surface, the scattered 
energy distribution is changed. The locations of distributed 
scattered energy remain constant due to the constant corre
lation length, but the magnitude in each location is altered. In 
addition, the surface material, described by wavelength-de
pendent dielectric properties, changes the magnitude of the 
scattered distribution. 

The directional emissivities for silicon and aluminum sur
faces show that silicon is a much better emitter than aluminum 
for the dielectric properties examined. The directional emis
sivities show enhancements over the hemispherical emissivity 
at various emission angles. In some instances, these enhance
ments are over 10 percent. As the surface becomes rougher, 
the directional emissivities become more monotonic. The cor
relation length and the surface deviation affect the directional 
and hemispherical emissivity, while the surface peak position 
only significantly affects directional emissivity. This occurs 
because the directional emissivities for constant correlation 
length and deviation have a different directional scattering 
distribution of approximately the same amount of emitted 
energy. When these directional distributions are integrated over 
all of the emission angles, the directional effects are lost, and 
the hemispherical emissivities are approximately equal. 
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Surface Radiation Effects on Flame 
Spread Over Thermally Thick 
Fuels in an Opposing Flow 
A computational model of flame spread over a thermally thick solid fuel in an 
opposing-flow environment is presented. Unlike thermally thin fuels, for which the 
effect of fuel surface radiation is negligiible for high levels of opposing flow, fuel 
surface radiation is important for thermally thick fuels for all flow levels. This result 
is shown to derive from the fact that the ratio of the rate of heat transfer by re-
radiation from the surface to that by conduction from the gas to the solid is pro
portional to the length over which heat can be conducted forward of the flame to 
sustain spreading. For thin fuels, this length decreases with increasing flow velocity 
such that while radiation is important at low flow velocities it is not at the higher 
velocities. For thick fuels at low flow velocities, the conduction length is determined 
by gas-phase processes and decreases with increasing flow velocity. But at higher 
flow velocities, the conduction length is determined by solid-phase processes and is 
rather independent of the gas-phase flow. The result is that over a wide range of 
flow velocities, the conduction length of importance does not change substantially 
as it switches from one phase to another so that the ratio of radiation to conduction 
is of unit order throughout that wide range of flow. 

Introduction 
The importance of understanding the governing mechanisms 

of flame spread is well established. Much experimental and 
analytical work has been carried out to determine flame spread 
mechanisms in normal and elevated convection levels for both 
thermally thin and thick fuels (e.g., de Ris, 1969; Frey and 
T'ien, 1979; Altenkirch et al., 1980; Fernandez-Pello et a l , 
1981; Mao et al., 1984; Olson et al., 1989; Altenkirch et al., 
1983, Altenkirch and Bhattacharjee, 1990; Bhattacharjee and 
Altenkirch, 1990,1991; Bhattacharjee etal., 1990,1991). How
ever, little has been done to investigate the behavior of ther
mally thick flame spread between, and including, the quiescent 
environment limit and moderate forced opposed convection 
where the effects of buoyancy are comparable to those of the 
forced flow. 

de Ris (1969), in his analytical solution for the flame spread 
rate, Vj, found the flame spread rate to be independent of the 
opposing velocity, Vg, for thermally thin fuels and propor
tional to Vg for thermally thick fuels. The analytical solution 
was produced under the assumption of infinite-rate chemical 
kinetics and thus applies only to low levels of opposing con
vection and/or high levels of oxygen in the flow. The velocity 
field was prescribed as an Oseen flow, and assumptions were 
made regarding the fluid and fuel properties to allow a solution 
to be obtained. 

Fernandez-Pello et al. (1981), in their experimental study, 
investigated the effect of opposing convection level and am
bient oxygen concentration on the flame spread rate over ther
mally thick sheets of polymethylmethacrylate (PMMA). Their 
study confirmed the behavior of the flame spread rate as a 
function of opposing convection and ambient oxygen concen
tration as predicted by de Ris for low forced convective levels. 

Previous numerical models for thermally thick fuels (Di Blasi 
et al., 1987, 1988) employ a constant pressure and a prescribed 
flow field and neglect any radiative process. Additionally re
sults for various ambient oxgyen concentrations for a fixed 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, San Diego, California, August 9-12, 1992. Manuscript 
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heat of combustion (Di Blasi et al., 1988) resulted in flame 
temperatures well in excess of physically realistic and/or known 
levels. 

Studies that include the effects of either gas and/or fuel 
surface radiation on thermally thin fuels were conducted by 
Altenkirch and Bhattacharjee (1990) and Bhattacharjee and 
Altenkirch (1990, 1991). The former effort produced scaling 
arguments about the relative importance of heat conduction 
to radiative heat transfer over different flame spread regimes, 
while the latter studies were ones in which a numerical model, 
including both gas-phase and fuel surface radiation, was used 
to obtain predictions of the near-quiescent flame spread rate 
over a thermally thin fuel. 

Here a model, similar to previously presented numerical 
models (Bhattacharjee et al., 1990; Bhattacharjee and Alten
kirch, 1990, 1991), that couples the gas-phase flow field to 
prediction of the thermally thick flame spread rate and ad
ditionally considers the effects of fuel surface radiative loss is 
presented. This model will be used to investigate the importance 
of radiative effects for flame spread over thick fuels, partic
ularly at the low flow velocities where radiative effects affect 
flame spread over thin fuels. Gas-phase radiation, although 
potentially important at near-quiescent conditions such as those 
that can be obtained in the microgravity environment of space
craft, is neglected in favor of considering the major radiative 
effect as a heat loss from the fuel surface to the ambient 
environment (Bhattacharjee and Altenkirch, 1990; Bhatta
charjee et al., 1991). 

Problem Formulation 
The flame spread model consists of the elliptic, partial dif

ferential equations describing conservation of mass, energy, 
momentum, and species in the gas phase and the elliptic partial 
differential equation describing conservation of energy in the 
solid phase. The gas-phase equations are written in steady-
state form for a single-step, Arrhenius reaction and solved in 
flame-fixed coordinates such that the flame sees an opposing, 
forced flow of velocity equal to the flame spread rate plus any 
forced opposing velocity, if present. Because the gas-phase 
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Table 1 Equation coefficients for the gas phase 
Equation 
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formulation is similar to that given elsewhere (Bhattacharjee 
et al., 1990), only a brief description is presented. 

A velocity characteristic of the gas, Vr, which is the sum of 
the forced convective velocity, Vg, and the flame spread rate, 
Vf, is used as the unit in which velocities are measured. This 
velocity is used to develop the thermal length in the gas, 
Lr = ar/Vr, which is the unit in which all lengths are measured. 
The gas-phase thermal diffusivity is evaluated at a reference 
temperature, fn which is the average of the adiabatic, stoi
chiometric flame temperature neglecting dissociation and the 
ambient temperature. 

The conservation equations in the gas may be written in the 
same common form as in Eq. (1) where the various <£'s, i y s 
and S^'s are given in Table 1: 

d(pu4>) d(pv<f>) _9_ 

dx dx 8y 
+ SA (1) 

dx dy dx (̂  v dx J ' dy 

Contributions to the momentum sources due to the compres
sible nature of the flow were found to be negligible for this 
type of flow (Bhattacharjee et al., 1990), and so they are 
neglected. 

To solve for the seven unknowns in the gas phase, i.e., u, 
v, P, T, p, rrif, and mox, the six conservation equations along 
with the equation of state, pT = p„/pr, and a square root 
dependence of viscosity and thermal conductivity on temper
ature are used. The computational domain for the gas-phase 

equations is a two-dimensional x-y coordinate system with 
origin located on the fuel surface at the rear of the compu
tational domain. The x direction is along the fuel surface with 
positive x upstream and y direction is normal to the fuel surface 
with positive.}' into the gas. Boundary conditions suitable for 
the modeling of forced convective flows are the following: 
Upstream at x = xmax, 

u = (vf+vg), v = 0, mf=0, mox = tn0 

Downstream at x = 0,. 

T = \,P = 0 

a l l - f = 0 
dx 

At y = ym 

dv 
u= -(vf+vg), y = 0, mf=0, m0. T=\, P = 0 

ziy = 0, 
u=-vf, v=vw, T=TS (2) 

The quantities ty, v„, and 7^ are obtained from the solution 
to the solid-phase problem, while mj and mox at v = 0 are 
obtained from an interfaciai species balance, Eqs. (3) and (4), 
respectively. The meanings of 4> and 1^ are given in Table 1: 

d(4>) 
pvw(j> + Y^ 

pVyd + Yj, 

dy 

8(4) 

= pv„ 
y = 0 

dy 
= 0 

(3) 

(4) 
7 = 0 

The gas-phase length and velocity scales were used to write 
the solid-phase energy equation in dimensionless form: 

§T£_d_ ( dJ\ 

dx dx (_ s dx 

The boundary conditions for this equation, including a surface 

+ — « ^ 
dy l" dy 

(5) 

N o m e n c l a t u r e 

As = pre-exponential factor for 
solid pyrolysis = 2.82 x 109 

s~' 
Bg = frequency factor for the 

gas-phase reaction 
= 5.982xl09m3 /kg-s 

Cg = specific heat at constant 
pressure for the gas, kJ / 
kg-K(seeTable2) 

Cs = specific heat of the solid fuel 
= 1.465 kJ/kg-K 

Dag = Damkohler number in the 
gas phase = prBgLr/VR 

Eg = dimensionless activation en
ergy in the gas phase = 
EgR/fv, 

Eg = gas-phase activation energy 
= 1.424xl05kJ/kmol 

Es = solid-phase activation energy 
= 1.298 xl05kJ/kmol 

Lr = reference thermal length = 
ar/(Vg+Vf),m 

Lg = thermal length in the gas 
phase = ag/Yg for small Vf, 
in both x and y directions, m 

Lsx = thermal length in the solid 
phase in the x direction = 
cts/Vf, m 

Lv = dimensionless effective latent 
heat of evaporation = Lv/ 

L„ = 

m" = 

Mf = 

Mm = 

m, 

effective latent heat of evap
oration = L°+ (Cg-Cs) 
( f , - f „ , kJ/kg 
latent heat of evaporation 
for PMMA at 298 K, = 941 
kJ/kg 
dimensionless mass = m " / 
PsK 
mass flux from fuel to the 
gas phase, kg/m2-s 
molecular weight of PMMA 
= 100 kg/kmol 
molecular weight of oxygen 
= 32 kg/kmol 
mass fraction of fuel in the 
gas phase 
mass fraction of oxygen in 
the gas phase 
mass fraction of oxygen for 
ambient conditions 
dimensionless pressure = 
(P-P„)/(prV2r) 
pressure, N/m2 

reference Prandtl number for 
the gas = p,rCg/\r 

gas-phase to solid-phase heat 
conduction = \(Tf- f v ) g 

Lgw/Lg, W 
qmt = net heat flux incoming to the 

fuel surface, W/m2 

mf 

P = 
Prr = 

Qgsc = 

qna = dimensionless net heat flux 
to the fuel surface = gnet/ 

_ (psCsf«, Vr) 
Qrad = solid-phase surface radiative 

heat loss = ae(TJ-f4
v)Lsxw, 

W 
R = universal gas constant = 

8.314 kJ/kmol-K 
Sc = conduction/convection pa

rameter = \/(ftsLrVrCs) 
SR = radiation/conduction param

eter = eafi/(psCsVr) 
Sj, = source term for property 4> 

s = stoichiometric ratio = 
Moxvox/Msvf = 1.92 

T = dimensionless gas tempera
ture f/T«, 

f = gas temperature, K 
tf = flame temperature used in 

scaling, K 
fr = reference temperature for the 

gas, K (see Table 2) 
Ts = dimensionless solid tempera

ture = Ts/fa, 
Ts = solid temperature, K 
t„ = pyrolysis temperature used in 

scaling = 700 K 
fa = ambient temperature = 298 

K 
u = dimensionless x velocity = 

u/Vr 

Journal of Heat Transfer AUGUST 1994, Vol. 116/647 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



radiative loss term, which is the only radiative effect considered 
in this model, are: 

at x-

at x = 0: 

at^=^ r a in<0: 

at.y = 0: 

2 > 1 

dTs 

dx 

8TS 

dy 

-Scn 
8T 

dy 
•SR(TUx)-m"Lv (6) 

7 = 0 

The solid thickness and density are assumed to be constant, 
with the mass of the fuel evaporated considered to be negligible 
in comparison to the total amount of fuel available for py-
rolysis. Clearly this assumption could lead to violation of mass 
conservation in the model. For the computations presented 
here the amount of fuel pyrolyzed was never more than the 
amount of fuel entering the computational domain. However, 
when the amount of fuel evaporated is on the order of the 
amount of fuel available, the neglect of the mass conservation 
equation in the solid may cause appreciable error in the energy 
equation as well. This situation occurred only when small fuel 
thicknesses were modeled, i.e., when the fuel half-thickness, 
r, was equal to or less than about 0.05 cm. The neglect of 
solid-phase mass conservation also precluded taking into ac
count any effect of fuel surface regression, which may become 
important at high opposing velocities (Altenkirch et al. , 1982). 

The expression for the pyrolysis mass flux of the solid fuel 
that is used in Eq. (6) was developed from a solution to the 
one-dimensional energy equation obtained by Lengelle (1970) 
in which the regression rate for the fuel surface was obtained 
from an asymptotic expansion for the solid temperature field 

for large activation energy of pyrolysis. The numerical values 
in Eq. (7) arise from an assumed residual density, ps/ps<„ = 
0.01, which allows the solution to be obtained: 

w"=i - :— —* Mm) (7) 
^ [ 3 . 6 1 5 ^ + 4 . 6 0 5 ^ ( 7 ; - T « „ ) ] 

In order to determine the two unknowns 7 ; and Vf, another 
condition other than the solid surface energy balance and the 
boundary conditions on Ts is needed. This condition was pro
vided by determining the flame spread rate Vj such that the 
flame leading edge is fixed at a certain x location near the 
front of the computational domain. This entailed increasing 
Vj\i the flame started to progress ahead of this point to retard 
the progression and decreasing Vf if the flame started to fall 
behind this point. The flame leading edge was identified by a 
solid surface temperature of 1.2 f „ , the eigen temperature. 
This choice of the eigen temperature only fixes the location of 
the flame in the computational domain; by changing this value, 
the location of the flame within the computational domain is 
shifted slightly, leaving all other aspects of the solution un
changed. 

The heat of combustion and specific heat were defined as 
functions of the ambient oxygen concentration in order to 
approximate the effects of gas-phase chemical dissociation. 
The method was identical to that of West et al. (1992) and 
consists of determining the equilibrium product distribution 
and flame temperature for adiabatic, stoichiometric combus
tion of the solid fuel and defining the heat of combustion and 
constant, gas-phase specific heat to be consistent with this 
calculation. 

The combustion process is modeled using a one-step, second-
order Arrhenius reaction. The gas-phase kinetic properties, 
i.e., pre-exponential factor and activation energy, were selected 
from a range of values that appear in the literature for P M M A 
that also resulted in computations that matched low-oxygen, 
high forced convection experimental results (Fernandez-Pello 

Nomenclature (cont . ) 

u 
Vf 

Vr 

K 

V 

Vf 

vw = 

w = 

X = 

x velocity, m / s 
absolute value of flame 
spread rate, m / s 
absolute value of opposing 
gas velocity, m / s 
reference velocity ( = V/ in a 
quiescent environment), m / s 
velocity at the fuel surface 
normal to the surface, m / s 
dimensionless y velocity = 
v/Vr 

y velocity, m / s 
dimensionless spread rate = 
Vf/K 
dimensionless opposing gas 
velocity = Vg/Vr 

dimensionless velocity at the 
fuel surface normal to the 
surface = Vw/Vr 

width of fuel sample; model 
is independent of this value, 
m 
dimensionless coordinate 
parallel to fuel surface = 
x/Lr 

coordinate parellel to the 
fuel surface, m 
minimum x in computational 
domain, x = 0 

•Kmax = maximum x in computational 
domain, x = 28 

y = dimensionless coordinate 
normal to the fuel surface = 
J5/4 

y = coordinate normal to the fuel 
surface, m 

Jmax = maximum y in the computa
tional domain, y = 28 

ar = reference thermal diffusivity 
of the gas, m 2 / s 

ds = thermal diffusivity of the 
solid, m2 

as = dimensionless thermal diffu
sivity of the solid = a s / a r 

T^, = dimensionless viscosity = 
Prr/x or IJ, 

AHC = dimensionless heat of com
bustion = AHC/Cgf„ 

AHC = heat of combustion of 
P M M A , k J / k g (see Table 2) 

e = emittance of the fuel surface 
\r = thermal conductivity of the 

gas, W / m - K (see Table 2) 
fi = dimensionless dynamic vis

cosity = jl/jlr 

fir = reference dynamic viscosity, 
kg /m • s (see Table 2) 

Vf = stoichiometric coefficient for 
fuel 

Vox = stoichiometric coefficient for 
oxygen 

p = dimensionless gas density = 
p/Pr 

pr = reference density for the gas, 
kg /m 3 (see Table 2) 

ps = dimensionless solid density 
= Ps/Ps,™ 

Poo = ambient gas density, kg /m 3 

a = Stefan-Boltzmann constant 
= 5.67 x l 0 ~ 8 W/m 2 -K 4 

f = half-thickness of the fuel 
sheet, m 

4> = any dimensionless dependent 
variable = <£/<£r 

Subscripts 

/ = fuel 
g = gas 

ox = oxygen 
R = radiation 
r = reference state 

rad = radiation 
s = solid 

oo = ambient 

Superscripts 

= dimensional quantity 
" = per unit area 

= per unit length 
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2.0e + 05 

1.8e + 05 

X 1.6e+05 

— 
1-3 
X 

X 1.4e+05 

1.2e+05 

l .Oe+05 

° A l t e n k i r c h e t al., 1983 
•>Mao e t al., 1981 
o F e r n a n d e z - P e l l o e t al., 1981 
• SeShadr i and Williams, 1978 
• C o m p u t a t i o n s for 21% 0S 

107' 10°' 10o.o 

m 3 / k g s 

10" 1 0 " 

Fig. 1 Chemical kinetic properties used in modeling PMMA combus
tion. Also the property combination, indicated by the plus symbol, that 
reproduces the maximum experimental spread rate at 21 percent 02 in 
N2 and 1 atm pressure, neglecting radiation. 

Table 2 Properties for the gas-phase calculations 
Property 

Tr 
<K> 
A 

(xlO5, 
kfi/ms) 

l s 

(xlO2, 

W / m K ) 

(kJ/kS-K> 

<kf>/m3> 

AHC 

(xlO"3, 
kj/kf>) 

Pressure 
atm 
any 

any 

any 

any 

1.5 

any 

Ambient 0 2 
21% 
1312 

4.812 

6.853 

1.299 

0.401 

24.24 

Ambient O2 
30% 
1565 

5.567 

7.550 

1.356 

0.341 

21.54 

Ambient O2 
50% 
1959 

6.629 

5.615 

1.447 

0.280 

17.53 

establish heats of combustion as a function of ambient oxygen 
concentration is more realistic than using a fixed heat of com
bustion, it does not take into account the fact that the extent 
of dissociation compared to the maximum for the adiabatic 
situation is variable because of radiative losses from the flame. 

The environmental conditions for the base case are 50 per
cent 02 in N2 by mass at 1 atm pressure with an opposing 
velocity ranging from 1 to 80 cm/s and a fuel half-thickness 
of 5 cm. Unless otherwise stated, the results presented will 
neglect fuel surface radiative loss. Values for the gas-phase 
dynamic viscosity and thermal conductivity were taken from 
Touloukian (1970). Properties for PMMA were taken from 
Lengelle (1970) and are: Cs = 1.465 kJ/kg-K, L° = 941 kJ/ 
kgfuei, h = H90 kg/m3, X, = 0.209 W/m-K, and Mf = 100 
kg/kmol. 

The gas- and solid-phase equations are solved separately 
using a control volume algorithm (Patankar, 1980). The com
putational domain in the gas phase was 28 thermal lengths per 
side with a nonuniform 60 x 42 grid with the highest concen
tration of grid points near the leading edge of the flame. The 
computational domain in the solid phase was 28 gas-phase 
thermal lengths in the x direction with the required number of 
gas-phase length scales in the y direction to conform to the 
solid thickness being considered. The solid-phase grid size was 
60 x 20 with the highest concentration of grid points near the 
fuel surface. 

The computational domain was sized to insure that the flame 
was embedded in the boundary layer removed from the leading 
edge of the fuel sample where the boundary layer begins to 
grow. For flame spreading against a forced flow, the distance 
from the flame leading edge to the leading edge of the fuel 
plate determines the strength of the opposing flow in the 
boundary layer there. From a practical standpoint, the spread 
rate becomes relatively insensitive to this distance, although 
in principle it is always dependent on it. Computational ex
perience shows that if the distance between the leading edge 
of the flame and the fuel bed is greater than about 8 Lr the 
spread rate is insensitive to this distance. As a result, for all 
computations presented here this distance is never less than 8 

et al., 1981). The level of opposing velocity used to find the 
computational match to experiment was the one that produced 
the maximum experimental spread rate at 21 percent oxygen. 
This is illustrated in Fig. 1, a presentation of PMMA kinetic 
properties used by others along with a combination of kinetic 
properties that reproduces the maximum experimental spread 
rate at 21 percent oxygen by volume at 1 atm pressure when 
used in computations neglecting all radiative processes. 

There are an infinite number of kinetic property combina
tions that reproduce the experimental results. Consequently, 
a combination that is both representative of values used by 
others for modeling PMMA combustion and which matches 
the activation energy from experimental results obtained by 
Seshadri and Williams (1979) was chosen. The values are Bg 
= 5.92 X 109m3 /kg-sand4 = 1.424 x 105 kJ/kmol. 

The gas-phase kinetic constants were chosen using data at 
21 percent ambient oxygen concentration because no combi
nation of constants could be found that allowed experimental 
spread rates to be matched at both 21 percent and the higher 
oxygen concentrations for the heats of combustion listed in 
Table 2. This difficulty can likely be traced to the fact that 
the spread rate for a thick fuel is sensitive to flame temperature, 
i.e., it depends approximately on the square of the difference 
between the flame and vaporization temperatures (de Ris, 1969). 
Accurate prediction of flame temperature is then needed over 
a range of oxygen concentrations in order to yield good agree
ment between measured and predicted spread rates over that 
range. While the adiabatic dissociation model used here to 

Results and Discussion 
The results of the computations are shown in Figs. 2 and 3, 

in which the computed spread rates as a function of fuel half-
thickness, T, are shown for flows of Vg = 5 cm/s and 15 cm/ 
s, respectively. In both figures the flame spread rate for small 
r decreases with increasing fuel thickness and then reaches a 
thick limit where any additional thickness increase has no effect 
on the flame spread rate. 

de Ris (1969), in his analytical solution for the flame spread 
rate over thermally thin fuels, found that the flame spread rate 
was inversely proportional to the fuel half-thickness, T; for 
thick fuels, the flame spread rate is proportional to the op
posing velocity, Vg. Thus the predicted behavior of the com
putations and de Ris's analytical results agree in that in the 
thermally thin regime the flame spread rate is inversely pro
portional to the fuel thickness, while beyond a thick limit the 
flame spread rate is no longer dependent on the fuel thickness. 

Comparison of the figures reveals that the value of the thick 
limit is influenced by the level of opposing flow. For a given 
fuel thickness, an increase in the opposing velocity causes the 
fuel to resemble more closely a thermally thick fuel. Likewise, 
reducing the level of opposing flow for a given fuel thickness 
causes the fuel to behave more like a thermally thin fuel. 

The results of the computations for the flame spread rate 
as a function of forced opposing flow are shown in Fig. 4, 
where the flame spread rate, Vj, is presented as a function of 
the opposing velocity, Vg, with and without considering the 
effects of fuel surface radiation. The flame spread rate initially 
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10° 

deRis thick 
de Ris thin 

o Computations 

101 

Fig. 2 Flame spread rate V, as a function of fuel half-thickness, T, for 
50 percent 0 2 in N2 at 1 atm and opposing velocity, Vg, of 5 cm/s ne
glecting fuel surface radiation 

Fig. 4 Flame spread rate V, as a function of opposing velocity, Vg, for 
50 percent 0 2 in N2 at 1 atm, fuel half-thickness, f, of 5 cm with and 
without the effect of fuel surface radiation 

10° 

10-i 

io-: 

10-3 

de Ris thick 
de Ris thin 
Computations 

io-2 

surface radiation to the heat conducted from the flame to the 
fuel. 

lQi 

Fig. 3 Flame spread rate V, as a function of fuel half-thickness, ?, for 
50 percent 0 2 in N2 at 1 atm and opposing velocity, Vg, of 15 cm/s 
neglecting fuel surface radiation 

increases with increasing opposing flow velocity, reaches a 
maximum, and then decreases with increasing Vg. 

The initial increase of Vf\% in the agreement with the de Ris 
result for thermally thick fuels, i.e., the flame spread rate is 
proportional to the opposing flow velocity. That the spread 
rate decreases after a limiting value of opposing flow is reached 
is due to the computational model's inclusion of finite-rate, 
gas-phase kinetics. 

Figure 4 also shows that the effect of fuel surface radiation 
on the thermally thick flame spread rate is a net decrease in 
the spread rate. This net decrease does not go down with 
increasing opposing flow velocity as is predicted for thermally 
thin fuels (Altenkirch and Bhattacharjee, 1990; Bhattacharjee 
and Altenkirch, 1990; West et al., 1992). 

Understanding of this difference may be obtained from scal
ing arguments similar to those of Alterkirch and Bhattacharjee 
(1990). There the relative importance between fuel surface 
radiative heat loss and gas-to-solid heat conduction for thin 
fuels was expressed as in Eq. (8), a ratio of heat loss from fuel 

R _Qrad_ge(f^- 1 oo)-L,r 
(8) 

Qssc \(Tf-Tv) 

For thermally thin fuels the only length scale of interest is 
the gas-phase length scale, Lg = ag/Vg, therefore, Lr = Lg. In
serting this length into the above expression reveals that as the 
level of opposing velocity increases and V/« Vg, the relative 
importance of fuel surface radiation decreases. 

For fuels that are not thermally thin, conduction through 
the solid is an additional mechanism of heat transfer into the 
virgin fuel besides Qgsc. Nevertheless, the Qgsc still plays a 
dominant role (Ito and Kashiwagi, 1986). The radiation num
ber Rs, derived for thin fuels, should express the relative im
portance of surface radiation for non-thin fuels too. The only 
problem is to determine what is an appropriate Lr for the non-
thin fuel. 

For thermally thick fuels and low levels of opposing velocity, 
Vf is of the same order as Vg and Lg>Lsx due to the density 
differences between the gas and solid fuel. Under these con
ditions the gas-phase scale is impressed upon the solid, and 
the problem scales with the gas phase as in the thermally thin 
case, Lr = Lg. Therefore, it is expected that Rs would be large 
enough that fuel surface radiation loss would result in an 
appreciable spread rate decrease. 
_ For high levels of opposing velocity where Vj« Vg and thus 

Lg < Lsx (Altenkirch et al., 1983), the solid-phase length is dom
inant. This is also evident from Figs. 5 and 6, which compare 
the gas- and solid-phase temperature contours in the region of 
the flame anchor for base conditions, neglecting fuel surface 
radiation. The two situations shown correspond to opposing 
flow velocities, Vg, of 5 and 80 cm/s, respectively. The flame 
anchor is identified as the location of maximum heat flux from 
the gas phase to the solid phase, Qgsc,max, and corresponds to 
x = 0 in the figure. In the case of Fig. 5 the greatest extent of 
heating in the front of the flame is accomplished in the gas 
phase while in Fig. 6 the greatest extent of heating ahead of 
the flame occurs in the solid phase. 

Thus the transition of the scaling of the problem from the 
gas scale for small opposing velocity to the solid scale at large 
opposing velocity results in Rs being largely independent of 
opposing velocity. This nearly constant scaling for the ther
mally thick flame spread problem results in fuel surface ra-
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Gas Phase 

Solid Phase 

Fig. 5 Temperature contours, in K, for gas and solid phase showing 
greatest forward heat penetration occurring in the gas phase for an 
opposing flow velocity, Vg, of 5 cm/s. Computation is for 50 percent 0 2 

in N2 at 1 atm pressure and fuel half-thickness, ?, of 5 cm. 

Gas Phase 

J_ 

£* 
Fig. 6 Temperature contours, in K, for gas and solid phases showing 
greatest forward heat penetration occurring in the solid phase for an 
opposing flow velocity, Vg, of 80 cm/s. Computation is for 50 percent 
0 2 in N2 at 1 atm pressure and fuel half-thickness, i, of 5 cm. 

diation being important regardless of the level of opposing 
velocity. 

Conclusions 
In contrast to flame spread over thermally thin fuels, the 

effect of fuel surface radiation on the flame spread rate over 
thermally thick fuels is important regardless of level of op
posing velocity. The effect of fuel surface radiation on the 
spread rate over thermally thin fuels has been found earlier to 
decrease with increasing opposing velocity. This difference can 
be explained by arguments that show that the x-direction length 

scale of the thermally thick problem is not markedly affected 
by the level of opposing velocity while the x-direction length 
scale of the thermally thin problem decreases with increasing 
opposing velocity. 
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Radiation Heat Transfer in 
Fluidized Beds: A Comparison of 
Exact and Simplified Approaches 
Radiation heat transfer at heat exchanger walls in fluidized beds has never been 
examined through a complete formulation of the problem. In this paper a wall-to-
bed heat transfer model is proposed to account for particle convection, gas con
vection, and radiation exchange in a variable porosity medium. Momentum, energy, 
and intensity equations are solved in order to determine the velocity, temperature, 
radiative heat flux profiles and heat transfer coefficients. The discrete-ordinates 
method is used to compute the radiative intensity equation and the radiative flux 
divergence in the energy equation. Both the gray and the non-gray assumptions are 
considered, as well as dependent and independent scattering. The exact solution 
obtained is compared with several simplified approaches. Large differences are 
shown for small particles at high temperature but the simplified solutions are valid 
for large particle beds. The dependency of radiative contribution on controlling 
parameters is discussed. 

Introduction 
It has been well accepted that radiation plays an increasingly 

important role in fluidized bed heat transfer when temperature 
rises. Since particle convection, gas convection, and radiative 
transport occur simultaneously and in parallel, the heat trans
fer in high-temperature fluidized beds is more difficult to de
scribe and quantitative knowledge about it is more empirical 
than that at ambient conditions. 

On one hand a detailed review is given by Saxena et al. 
(1989) on the experimental techniques for the measurement of 
radiative and total heat transfer in high-temperature gas-solid 
fluidized beds. On the other hand, several theoretical models 
have been developed for the analysis of this heat transfer mode: 

1 Szekely and Fisher (1969), Mahbod and Tabesh (1985), 
and Flitris et al. (1988) used the concept of unsteady state heat 
conduction through a single spherical particle adjacent to the 
wall, just as proposed by Botterill and Williams (1963), and 
included the radiative transport and gas convection for large 
particle situation (.dp>2 mm). The alternate slab model of 
Kolar et al. (1979) can be linked with this group of authors 
who describe the particulate as a succession of wall composed 
either of particles or solid slab separated by gas. 

2 Vedamurthy and Sastri (1974) considered that conductive 
and radiative heat transfer took place between the wall and 
the emulsion layer through a gas film. Yoshida et al. (1974), 
Flamant and Arnaud (1984), and Glicksman and Decker (1985) 
considered the emulsion phase heat transfer on the basis of 
the particle packet model (Mickley and Fairbanks, 1955) and 
used the effective thermal diffusion coefficient as the sum of 
conductive and radiative components. Chen and Chen (1981) 
proposed the two-flux model to describe the radiative flux 
transferred in the emulsion phase. Then two formulae for 
calculating the effective absorptivity and emissivity of emulsion 
phase were presented by Brewster (1986) with the two-flux 
method based on a steady-state nonisothermal layer near the 
wall. The two unknowns—the average particle temperature at 
the wall and the nonisothermal layer thickness—were offered 
by Flamant and Bergeron (1988) for three particle size regimes. 
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It can be found that most of the previous models were used 
for small particle beds and thus considered only simultaneous 
transport of the conductive and radiative fluxes. A gas film 
between the heat transfer wall and emulsion phase was intro
duced but its thickness was varied. 

As a conclusion, two main approaches have been developed 
previously: the discrete models in which are classified the stud
ies of group (1), and the continuous models related with group 
(2). In order to propose a general formulation taking into 
account the variation of particle convection and gas convection 
with particle diameter and temperature, we have chosen the 
latter approach, because it is more convenient for modeling 
the change of nonisothermal zone near the wall with solid 
diameter. This choice can be discussed for large particles be
cause only one diameter depth is concerned with the temper
ature variation, but our measurements indicate that it is realistic 
even in this case (Flamant et al., 1993). 

In the field of packed beds, there were some theoretical 
researches on the combined radiation and convection in par
ticulate tube flow (e.g., Tabanfar and Modest, 1987) and po
rous media (e.g., Yoshida et al., 1990), but a detailed survey 
is lacking for the fluidized bed where the two-dimensional 
transient combined heat transfer happens in a thin layer near 
the walls. In order to make a systematic observation about the 
effect of radiation in high-temperature fluidized beds, the dis
crete-ordinates radiation model is combined with the pseudo-
homogeneous model for particle convection and gas convection 
in this paper. The exact solution is used to check several sim
plified approaches. At the same time, the qualitative trend of 
the dependency of radiation on governing parameters is also 
discussed. 

Mathematical Description 
In high-temperature gas-solid fluidized beds heat is ex

changed between heat transfer walls and the bed by particle 
convection, gas convection, and radiation when the wall con
tacts the emulsion phase and by gas convection and radiation 
when contacting with bubbles. The overall heat transfer coef
ficient can be written as 

hw={\ -fb) (hep + heg + her) +fb(hbg + hbr) (1) 
where hep, heg, and her are the contributions of the emulsion 
due to particle convection, gas convection, and radiation, re
spectively, and hbg and hbr are the gas convection and radiation 
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components of the bubble phase. All these contributions vary 
with particle diameter and bed temperature; the main objective 
of this paper is to propose a general approach for the prediction 
of the effect of these parameters on the bed-to-wall heat trans
fer coefficient. 

For the period of the wall contacting the bubbles, Flamant 
and Menigault (1988) have described the general situation of 
absorbing gases including particulate. Therefore only the pe
riod of wall contacting the emulsion packets is considered here. 

The heat, exchanging element considered is a vertical wall 
with length L and a constant temperature Tw (as shown in Fig. 
1). When a packet of emulsion phase with the bed bulk tem
perature TB contacts the wall, a transient heat transfer process 
happens, which can be described by a set of volume-averaged 
boundary layer equations: 

Momentum equation 

dy 
(p)g IXg d {Vy) IXgjVy) 

5 dx" K +Pgc(vyy (2) 

Energy equation for the gas phase 

Jt[(t>-5s,)(pCp)g(Tg)
s]+(pCp)g<vy)y<Tgy 

d_ 

~dx KTxiTgy + hgpS((Tp)
p-(Tgy) (3) 

Energy equation for the particle phase 

jtl8s,(pCp)g+ (l-5)(pCp)pKTp)
p = -^ d_ 

"pedx"p/ 
K?i-(TP)P] 

-yx<qr)~hgpS[(Tp)»-{Tg)
s] (4) 

The bases of these equations are detailed by Lu et al. (1993); 
a summary of the discussion is presented in the following. 

The heterogeneous fluid flow and heat transfer theory in 
porous media and the concept of variable property boundary 
layer are applied here, and the "local volume average tech
nique" (Whitaker, 1969) is used, which averages the micro
scopic conservation equations over a representative volume 
including both the fluid and solid phases. The volume-averaged 

<Vy>ea d X T B 

Fig. 1 Coordinates and boundary conditions for the vertical wall 

quantity of a quantity associated with one phase W\s defined 
as: 

<^4irK4^1 WdV=b{W)> for i=g 

= (\-$)(Wy for i=p (5) 

where Vt is that portion of a representative volume V, 5 = Vg/ 
V is the porosity and < W)' is the intrinsic phase average of 
W. The volume-averaging procedure operating for the gas-
phase momentum Eq. (2) gives the last two terms of Eq. (2), 
which represent the total drag force per unit volume due to 
the presence of particles. These equations are similar to those 
presented by Vafai and Sozen (1990), except for two terms: a 
divergence term of radiative flux, which is added in Eq. (4) to 
account for the radiative transfer at high temperature, and a 
contribution due to the stagnant part of the fluid included in 

a 
B 
C 

cP 

d 
h 
h 

I 

K 

L 
n 

P 
P 
Q 

Sr 

= absorption coefficient, m ' 
= back-scatter fraction 
= inEq. (2), C = 1.75 ( 1 - 5 ) / $ 

dp8> 
= specific thermal capacity, 

J/(kg-K) 
= diameter, m 
= fraction of bubble phase 
= heat transfer coefficient, 

W/(m2K) 
= radiation intensity or flux in 

two-flux method 
= inEq. (2), K=<$>2 53 d2/ 

[150/(1 -S2)] 
= length, m 
= parameter in the Brewster 

model (1986) used for the esti
mation of the solid temperature 
at the wall (Appendix A) 

= particle scattering function 
= pressure, Pa 
= heat flux, W/m2 

= scaling factor for the optical 
thickness in order to account 

T 
t 

tc 

U 

V 
V 

w 

X 

y 

8 
K 

e 

e 
e 
X 

for dependent scattering 
= temperature, K 
= time, s 
= contact time between wall and 

emulsion, s 
= superficial fluidizing velocity, 

m/s 
= volume m3 

= velocity, m/s 
= weight in discrete-ordinates 

method 
= lateral coordinate (distance 

from the wall), m 
= axial coordinate of the fluidized 

bed, m 
= porosity 
= depth of the nonisothermal 

layer at the wall in the Brewster 
model (1986) 

= emissivity 
= angle between directions of 

propagation and observation 
= polar angle 
= thermal conductivity, W/(m • K) 

A1 = 

P-e = 

P = 
a = 

Os = 
* = 
<P = 
01 = 

cos 6 
dynamic viscosity of gas, 
kg/(m • s) 
density, kg/m3 

Stefan-Boltzmann constant, 
W/(m2K4) 
scattering coefficient, m ' 
sphericity 
azimuthal angle 
solid angle 

Subscripts and Superscripts 
B = 
b = 
e = 
g = 
i = 

mf = 
P = 
r = 

st = 
w = 
X = 

• y = 

bulk of fluidized bed 
bubble phase 
emulsion phase 
gas phase 
instantaneous value 
minimum fluidization 
particle phase 
radiative transfer 
stagnant part of gas phase 
heat transfer wall 
distance from the wall 
axial direction of the fluidized 
bed 
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Eq. (4). The gas phase is divided into two parts (the flowing 
part and the stagnant part) to account for the fact that only 
a part of the gas is effective for mixing and the other part is 
composed of the relatively stagnant fluid fillets surrounding 
the contact points between adjacent particles (Dixon and Gres-
swell, 1979). The details of deducing these equations were given 
in a paper of Lu et al. (1993). The divergence of the radiative 
flux is introduced to account for the radiant transfer when the 
temperature arises. Here an assumption has been made that 
the gradient of radiative heat flux with respect to the x co
ordinate is much larger than the gradient with respect to the 
y coordinate {d{qr)/dx»d{qr)/dy) since the following re
lation exists between the second derivatives of the particle 
temperature: d2<Tp)

p/dx2»d2(Tp)
p/dy2 in the nonisother-

mal region of the emulsion packet near the wall. 
The initial and boundary conditions for Eqs. (2)-(4) are: 

f = 0, <Tg)
g=<Tpy>=TB 

x = 0, {Tg)
s=(Tp)"=Tw 

<vy)=0 

JC-oo, (Tg)
s=(Tp)

p=TB 

(6) 

(7) 

(8) 

(9) 

<Vy) = <Vy>eB (10) 

In some of the previous investigations (Yoshida et al., 1974; 
Flamant and Arnaud, 1984; Glicksman and Decker, 1985) the 
divergence of the radiative flux was approximated by assuming 
the radiative transfer to be a diffusion process with a radiative 
thermal diffusion coefficient. But this diffusion approximation 
is only valid in the case of optically thick media and is un-
applicable in the region near the heat transfer wall, so a gas 
film or a slip temperature boundary condition should be in
troduced in those models. Since the nonslip temperature 
boundary conditions are used for both gas and particle phase 
in the present model, the radiative flux should be obtained 
from the solution of the equation of radiation transfer. 

The main formulations of the problem are presented in the 
following: 

Exact Formulation. The transfer equation for symmetric 
monochromatic radiation in a one-dimensional case can be 
given by (Chandrasekhar, 1960): 

d{Ix(x,fi))= _ a)<uXj M)>+flx</6X> 
ax 

+ y j <Ix(x, n»P(p, n'M' (11) 

where p is the directional cosine with respect to coordinate x 
(ja = cos0) and P is the scattering phase function. 

The radiative heat flux, which is in the x direction, can be 
determined by 

Qr>=\ \ </*(*, n)>ndudk (12) 

Integrating Eq. (11) over all angles yields the following equa
tion for the divergence of the radiation flux: 

dx J oo «oo 

tfx</ix>G?A-a 4ir<4(x, n))dwdk 
0 ^0 

(13) 

The monochromatic absorption coefficient ax, scattering 
coefficient asX, and scattering phase function P in Eq. (11) 
should be determined in order to predict the radiation flux. 
For low-porosity systems like packed or fluidized beds, whether 
the scattering is dependent or independent is a controversial 
scientific subject. Brewster and Tien (1982) concluded that the 
independent scattering assumption is valid in packed beds and 
fluidized beds of large particles even for a closed-packed ar
rangement. They proposed the limit of c/k = 0.3 (i.e., <5>0.3), 

where c is the average interparticle distance and X the wave
length of radiation. Therefore, the scattering and absorption 
coefficients can be expressed as (Siegel and. Howell, 1972): 

asX = 1.5(1-eXp)(l-5e)/dp (14) 

aK=1.5eXp(l-8e)/dp (15) 

where the local porosity <5C is used to account for the increase 
of the porosity near the wall. The phase function P is related 
to single-particle-scattering function, 

P(n,n')=-\ Pieip',<p'=o-n, 
IT Jo 

<p)]d<p 

where 

and 

cose = w ' + ( l - ^ 2 ) 1 / 2 ( l - A i 2)1/2cosv> 

P ( 9 ) = — ( s i n G - e c o s G ) 
37T 

(16) 

(17) 

(18) 

for large, diffusely reflecting, spherical particles. 
On the contrary, Singh and Kaviany's (1991) recent inves

tigation based on a Monte-Carlo simulation of the radiation 
showed that the deviation from the independent theory may 
be significant even for high-porosity particulate (§,, = 0.935) 
and increases with a decrease in porosity. They also showed 
(Singh and Kaviany, 1992), that the dependent properties for 
a bed of opaque spheres can be obtained from their inde
pendent properties by scaling the optical thickness while leaving 
the albedo and the phase function unchanged, and the scaling 
factor was presented in the following form: 

Sr= 1.0+ 1.84(1-5,)- 3.15(1 -8e)
2 + 7.20(1 -<5C)3 

for 5e>0.3 (19) 

In this paper, the calculation is mainly with the independent 
scattering theory, but the effect of dependent scattering is also 
checked. 

Two kinds of assumptions on radiative properties of particle 
surfaces are applied: one is the grey body assumption and the 
other is the nongray assumption. For the latter, a band model 
is used, i.e., the radiation properties are assumed to be constant 
in each band. The emissivities of sand for the grey and the 
nongray assumptions are shown in Appendix B. A two-band 
model is used because a step change of ep was reported at about 
X = 3.5 nm (Touloukian and Dewitt, 1972). 

When Eq. (13) is inserted into Eq. (4), Eqs. (2)-(4) and (11) 
form the governing differential-integral equations for heat 
transfer of emulsion phase with walls, which were not easily 
solved in the general situation. The discrete-ordinates method 
is used in this paper to approximate the equations in differential 
forms, which is based on the division of the azimuthally sym
metric radiation flux into N discrete conical streams, T(x, /x,), 
i= 1 to N(Chandrasekhar, 1960). Therefore Eqs. (11) and (13) 
are replaced by a discrete set of equations for a finite number 
of ordinate directions and for spectral band (index k), 

d(Ik(x, nd) 
dx 

N 

-= -(psk + ak)(Ik(x, /*,-)> +akUbk) 

+yS^</*(*.w)>^p(w.w) (16) 

g M M N 

-r~<qr)=4TrJ]akVbk)-2ir^]akJ]Uk(x, w)>w, (17) 
0 X k=\ * r = l j = \ 

where integrals are replaced by quadratures summed over each 
ordinate; M= 1 for grey body assumption and M=2 for two-
band assumption. The divisions Hi correspond to the zeroes of 
the Legendre polynomials LN(H) and the weights Wj are given 
b y i 

1 f LN(H) , .... 
wJ=T', A dv (i8) 

LN(Hj)J-i p-pj 

654/Vol . 116, AUGUST 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Calculation has been made for N = 10 but ordinate numbers 
between 10 and 20 were compared. The use of large TV does 
not increase the accuracy of the results significantly. Some 
differences have been observed only for very small temperature 
difference between the bed and the wall (I Tw- Tg\ <50 K). 

The boundary conditions for Eq. (17) are: 
N/2 

x=0, (Iki)=e„<jT«/Tr + 2(l-ew) J] </*,•> Wyl/v' 
y = i 

(i = N/2+l,N) (19) 

<4(x, w)> = {Ik(x, /tW2+,)> (i= 1, N/2) (20) 

The instantaneous local radiant heat transfer coefficient is 
defined as 

h >•> 
,ler i y 

= ] twoTt, - 2 « w 2 2 ] Ukj) Wj I iij (TW-TB) (21) 

Two-Flux Formulation. When the solid angles about a lo
cation are divided into just two directions, one for each hem
isphere, this is the well-known two-flux method. So Eqs. (11) 
and (13) can be replaced by 

2 dx 

1 d(Ik> 
2 dx 

= - (ak + Bosk)Uk > + Bosk(Ik > + Traka{Ibk) 

(ak + Bask){Ik > -Bask{Ik > - irak<j(Ibk) 

(22) 

(23) 

3 M D 

^<*>=S^«/*>-</*» dx 

-- 4TT J aka{Ibk) - 2w J] *k(Uk > + </*" >) (24) 

e*e 
e<y 

5(1-£*p) 
Hc}4(e-iy 
J = 0 

E[l+2B(l-ekp)/ekp]
l/2+j 

& (31) 

where £"=3(1 -8eB){ekp[2B(l -ekp) +ekp]}U2(Ae/dp) and 
Q=T0/TB = 1 + [(TVITfl- l ) /«] . The parameters Ae/dp and 
« were estimated by Flamant and Bergeron (1988) for three 
particle size regions, on the basis of literature data, Veda-
murthy and Sastri (1974), Decker and Glicksman (1981), Fla
mant and Arnaud (1984); as shown in Appendix A, the 
nonisothermal depth Ae in the emulsion is assumed to be three, 
one, and half particle diameter for small, medium, and large 
solid diameter, respectively. 

The radiative heat transfer coefficient is estimated by: 

*»=S 
a (a.keT„- ekeTB) 

l + a f e 1-1 
(32) 

(TW-TB) 

Isothermal Approximation. The more simplified models 
were to consider the emulsion packet to be isothermal and just 
used a simple formula for the effective emissivity of emulsion 
phase (Borodulyaetal., 1983; Flamant, 1985; Brewster, 1986). 
In this case, the effective emissivity of emulsion packet is equal 
to its effective absorptivity; thus Eq. (32) is reduced to, 

a(Tw 

1 1 

Sfc, 
+ 1 

(33) 

(TW-TB) 

Equation (31) is used in this paper to calculate the effective 
emissivity ee. 

where the superscripts + and - refer to the forward (/x>0) 
and backward (n<0) directions, respectively. B is the back-
scatter fraction defined as (Brewster and Tien, 1982), 

.1 ,,0 

(25) B=\\ \ P(n,n')dn'dn 

For large opague spheres used in a fluidized bed B is equal 
to 0.5 for specularly reflecting ones and 0.667 for diffusely 
reflecting cases (Brewster and Tien, 1982). 

For the two-flux radiation Eqs. (22) and (23) the boundary 
conditions are 

x=0, <4 + >=e t v a^ + (l-e )v)<4"> (26) 

* -«> , </*> = <4+> (27) 
The instantaneous local radiant heat transfer coefficient is 

determined by 
M 

-1 her'i'y=J]«Ik>-<Ik))\x=0(Tw-TB)- (28) 

The averaged values over the resident time and length of 
heat transfer wall can be obtained by 

her= her>i>ydtdy(Ltc) (29) 

Brewster's Formulation. Based on the theory of inde
pendent scattering, Brewster (1986) also used two-flux method 
and presented two formulae for the effective absorptivity and 
emissivity of emulsion phase with an assumption of a steady-
state exponential particle temperature profile near the wall. 
The effective absorptivity of emulsion phase is calculated by 

1/2 

Ufce = 
tkp 

B(l-ekp) 
Zkp 

B(l-ekp) 
- + 2 Ckp 

m-ekp) 
(30) 

Results and Discussion 
The model described above can be used to predict particle 

convective, gas convective, radiative, total emulsion phase, and 
overall average heat transfer coefficients for a wide range of 
parameters, but the main attention in this paper is paid to the 
calculation of radiative heat exchange rate. Since the thermal 
properties of material, especially for gas phase, are affected 
by temperature, the coefficients in the governing equations are 
two-dimensional functions due to the change of temperature 
and porosity, which should be determined by the local transient 
temperature. The fluidizing fluid and bed material used in the 
prediction are air and silica sand, whose thermal properties 
are given in Appendix B. Concerning the void fraction distri
bution, the effect of various distribution profile on velocity 
field and heat transfer was examined by Lu et al. (1993). Finally 
the analytical function proposed by Kubie and Broughton 
(1975) selected in this paper is: 

8e=l-m-5eB)[x/dp-2(x/dp)
2/3] for x/dp<l 

8e = 5eB for x/dp>\ (34) 

and the formula for the effective emissivity is, 

Numerical Solution. The governing equations for the 
problem considered are coupled and nonlinear, making ana
lytical solution impossible. For this case, a numerical tech
nique, namely the finite difference method, is required to solve 
the problem. In order to make the choice of Ax, Ay, and At 
independently, an implicit scheme is used. The variable grid 
sizes are used in the computation, with a finer grid used near 
the heat transfer wall and leading edge region to account for 
the steep velocity and temperature gradients. Backward dif
ferencing of first order is developed in the temporal derivative 
terms, whereas central differencing is used for the spatial de
rivatives, except for the convective terms for which upwind 
differencing is employed, along with the linearization of in-
ertial term in the momentum equation and the source term in 
the energy equation for particle phase. For the radiation flux 
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Table 1 Comparison of emulsion phase radiative heat transfer coeffi
cients with different theoretical approaches: ep = 0.6, t,v = 0.8, B = 0.667, 
5eB = 0.45, Md.0: discrete ordinate, M2.f: two-flux, MB: Brewster's approx
imation, /W|S0: isothermal approximation 

TB =1173K 
T„=373K 

Ta -373K 
T„=1173K 

TB=1173K 
Tv =1073K 

TB=1073K 
Tv -1173K 

dp (mm) 

t(s) 

MB 

" 2 - , 

Mi.. 

M2-, 

Ma-„ 
M2-, 
M, 
Mi„ 

0.1 

0.1 1.0 

49.17 17.48 
45.36 15.17 

19.72 
92.40 

82.09 53.61 
80.69 51.47 

78.22 
92.40 

151.9 76.71 
138.8 65.43 

113.0 
223.9 

149.0 76.02 
149.0 73.02 

127.8 
223.9 

1.0 

0.1 1.0 

89.91 73.61 
88.16 70.69 

70.70 
92.40 

92.65 90.54 
91.18 89.73 

91.26 
92.40 

226.0 198.5 
217.1 187.4 

198.8 
223.9 

215.4 191.8 
218.6 193.7 

204.9 
223.9 

4.0 

0.1 1.0 

93.17 88.16 
91.59 86.24 

85.30 
92.40 

93.00 92.69 
92.34 92.01 

92.13 
92.40 

231.3 224.2 
222.7 215.0 

216.6 
223.9 

219.8 214.1 
223.5 217.4 

218.3 
223.9 

equation, the differencing direction is in agreement with the 
flux direction. The calculation is iterated until the solution 
converges. The accuracy of the finite-difference solution is 
tested by increasing the number of grid points and investigating 
some limiting cases. A 31 x21 grid configuration is found to 
yield qualitatively and quantitatively good results and the re
sults do not differ more than 1% from the results using a 
51x31 mesh. The influence of integration time on the accuracy 
of the solution is also examined. Any significant difference in 
heat transfer coefficient is not observed when decreasing the 
time step (At) from 10" 3 s to l0~ 4 s but small At is used for 
high-temperature calculations because the characteristic time 
of radiative heat transfer is much smaller than for conduction 
and convection. 

Comparison of Different Theoretical Approaches. The 
discrete-ordinates method used in this model can be considered 
as the exact solution when the number of discrete radiant 
streams /Vis large enough (Tien, 1988). It also must be noted 
that the radiative flux is calculated on the basis of the transient 
temperature field determined by Eqs. (2)-(4). Some examples 
of the results are given in the paper of Lu et al. (1993). The 
solution procedure through such a complete formulation is 
complicated, but it can be used to check the validity of several 
approximating approaches. The two-flux method is based on 
a simple physical approximation that the positive-direction and 
negative-direction radiative intensities are each assumed iso
tropic. Brewster's formulae (1986) are based on an assumed 
steady-state exponential particle profile near the wall and the 
isothermal approximation considers the particle remains at the 
same temperature as in bed bulk when the emulsion packet 
contacts the wall. 

Table 1 and Fig. 2 show the predicted results for four com
binations of bed and wall temperatures with four theoretical 
approaches (grey approximation), i.e., the discrete-ordinate 
method with transient temperature field, two-flux method with 
transient temperature field, steady-state nonisothermal layer, 
and the isothermal assumption, respectively. The ordinate 
number Nin the discrete-ordinates method is ten. The param
eters needed for Brewster's formulae are chosen as « = 2 and 
Ae/dp = 9 for the dp = 0.1 mm bed; note that these values were 
not given in the paper of Flamant and Bergeron (1988) but 
they were chosen from our temperature profile calculation. 
The emissivity for the last approach is obtained from the ab
sorptivity formula given by Brewster (1986). It is found there 
is no obvious difference between the results predicted by dis
crete-ordinates and two-flux methods when the temperature 
difference between TB and Tw is large. But when the temper-

Ol ' I I I L 

0.1 05 10 50 
dp m m 

Fig. 2 Comparison of radiative heat transfer coefficients in emulsion 
phase as calculated using different approaches versus particle diame
ters: r f l=1173 K, 7„ = 373 K, &eB = 0A5, c„ = 0.8, tp = 0.6; (1) discrete-or
dinates method; (2) two-flux method; — fc = 0.1 s, fc = 1.0 s; (3) 
Brewster's formula; (4) isothermal emulsion approximation 

ature difference decreases, the deviation between the two 
method increases (if the temperature of bed bulk is higher than 
the wall temperature). For a resident time of 0.1 s, a bed and 
wall temperatures of 1173 K and 1073 K, respectively, the 
radiative heat transfer coefficients in the emulsion phase pre
dicted by the discrete-ordinates method are 9.4 percent higher 
than those calculated by the two-flux method for 0.1 mm 
particle beds and this difference is 3.8 percent for 6.0 mm 
particle beds. It increases with time and reaches 17.2 percent 
and 4.1 percent, respectively, at tc= 1.0 s. It seems the two-
flux method is an acceptable approximation in general cases 
for engineering calculation since the relative discrepancy de
creases with particle size and less computer CPU time is needed. 
But the discrete-ordinates method describes the radiative trans
port procedure that happens in emulsion packets more accu
rately in particular cases: high-temperature, small particles, 
and strong nonisotropic scattering (forward or backward) be
cause it describes the radiative transfer phenomena more real
istically. 

Concerning Brewster's analytical formulations, three main 
domains are selected: small particles (dp<AQ0 /mi), medium-
size particles (0.6<dp< 1 mm), and large particles (dp> 1 mm). 
Because the author does not propose values for the parameters 
of its model Ae and n, the data from Flamant and Bergeron 
were chosen (see Appendix A). It can be observed in Fig. 2 
that calculated radiative heat transfer coefficients are in rather 
good agreement with the results of the exact formulation, in 
the three ranges, for residence times of 1 s (they approach for 
long time limit for TB > Tw and the short-time limit for TB<T„), 
Attention must be paid in the small-diameter region because 
of large variation of her in this zone. Brewster's approximation 
can be used only with a change of the nonisothermal depth 
'Aw with particle diameter in this region. Since the dependency 
of the radiative transport rate on the resident time is small for 
large particle bed (dp>\ mm), Brewster's formulae seem to 
be good approximation for these cases as long as the needed 
parameters are adopted. 

It is interesting to note that the simplest approach based on 
the assumption of isothermal emulsion phases predicts the 
radiative transfer rate (which is the maximum with the two-
flux method) with good accuracy for beds of particle larger 
than 2 mm. But when the particle size decreases, the error 
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Table 2 Comparison of emulsion phase radiative heat transfer coeffi
cients with independent and dependent scattering theories: i p = 0.6, 
ew = 0.8,6efl = 0.45 

TB=1173 
TW=373K 

TB=373K 
T„=1173K 

TB =1173K 
T„=1073K 

TB=1073K 
T„=1173K 

dp (mm) 

t(s) 

"i„d 
M d« p 

Mi„d 
Ma,P 

Mind 

"dep 

0.1 

0.1 1.0 

49.17 17.48 
38.96 12.11 

82.09 53.61 
78.13 46.59 

151.9 .76.71 
132.0 62.27 

149.0 73.02 
130.3 57.77 

0.5 

0.1 1^0 

84.82 59.25 
80.70 48.79 

91.98 86.46 
91.56 83.40 

217.1 170.1 
209.9 149.7 

207.9 165.7 
201.8 146.7 

1.0 

0.1 1.0 

89.91 73.61 
88.14 65.07 

92.65 90.54 
92.52 89.29 

226.0 198.5 
223.0 182.9 

215.4 191.8 
213.0 178.0 

Table 3 Calculated values of the radiative heat transfer coefficient 
comparison of the gray and nongray assumptions: e„ = 0.8, &gB-0A5, 
tc = 0.2s 

dp 
(mm) 

0.1 

0.5 

1.0 

2.0 

4.0 

grey and \TB 

2 bands \. 

0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

h„r for: 
373 773 
773 373 

14.5 20.6 
16.8 26.6 
18.1 29.8 
17.9 27.3 
18.0 28.3 
22.9 23.9 
30.1 32.6 
33.6 37.1 
31.6 34.1 
32.4 35.3 
23.9 24.2 
32.1 33.2 
36.3 37.8 
33.7 34.8 
34.8 36.0 
24.4 24.3 
33.1 33.4 
37.6 38.1 
34.7 35.1 
35.9 36.3 
24.6 24.3 
33.5 33.5 
38.2 38.2 
35.2 35.2 
36.4 36.4 

h. r f o r : 

373 1173 
1173 373 

34.5 58.2 
38.1 75.5 
40.7 84.4 
39.7 69.0 
39.9 75.3 
61.5 66.8 
79.6 91.2 
88.4 104 
76.2 84.6 
81.5 92.4 
65.4 67.3 
87.1 92.4 
97.9 105 
82.3 85.9 
88.8 93.8 
67.1 67.5 
90.7 92.8 
105 106 

85.2 86.4 
92.4 94.3 
67.9 67.5 
92.5 93.0 
105 106 

86.5 86.6 
94.1 94.5 

h„ r for: 
773 1173 

1173 773 

65.1 82.1 
75.3 103 
81.4 113 
74.4 93.6 
77.0 102 
103 106 
135 144 
151 162 
125 130 
136 143 
109 109 
146 149 
164 169 
133 135 
146 149 
111 110 
150 151 
170 172 
137 137 
151 151 
112 110 
153 152 
174 173 
139 137 
153 152 

h„ r for: 
1073 1173 
1173 1073 

110 103 
128 126 
139 139 
120 115 
128 125 
160 149 
208 200 
232 226 
185 176 
205 196 
166 154 
221 212 
249 240 
195 185 
218 208 
169 158 
228 217 
257 247 
200 189 
224 213 
171 158 
230 220 
261 251 
202 190 
226 215 

increases fast, because of cooling or heating of the particles 
near the wall, and at the same time it cannot predict the de
pendency of radiation on the direction of heat flux. 

Dependent and Independent Scattering. The results pre
dicted by independent dependent scattering theories are shown 
in Table 2, where the particles in fluidized beds are considered 
as large (geometric range) and opaque spheres. It appears in 
this table that the radiative heat transfer coefficients predicted 
by the dependent scattering theory are smaller than those cal
culated by independent scattering theory, especially for small 
size particle beds, long contact time of emulsion phase at the 
wall and high bed and wall temperatures, where differences as 
large as 20 percent are calculated. Dependent scattering is due 
to two effects: the far-field interference between the scattered 
waves and the multiple scattering inside the unit cell for which 
scattering and absorption characteristics of individual particles 
are affected by neighbors. From the theoretical study of Singh 
and Kaviany (1992) it seems that multiple scattering is the main 
reason for the reduction of radiative transfer. It can also be 
noticed that the differences between two groups of results are 
small for large particle beds (dp> 1.0 mm), since fewer layers 
of particles near the wall take part in heat transfer in large 
particle beds than in small particle beds. 

Gray and Nongray Assumptions. Figure 3 shows the ra
diative components predicted under the gray and the nongray 
assumptions for particle emissivities, where 6̂  = 0.6 is taken 
for the gray assumption and eip = 0.2 (0<A<3.5 fim) and 
eip=1.0 (3.5<X<oo ^m) for the nongray assumption. It ap
pears that the radiative heat transfer components calculated 
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0 . 1 I 1 I l i I 1 I 1 1 1 L_ 

0.1 0.5 1.0 5.0 

dp mm 

Fig. 3 Comparison of gray radiative heat transfer coefficients calcu
lated from gray and nongray assumptions versus particle diameters: 
6eB = 0A5, e„, = 0.8, f„ = 0.2 s; — gray particles, nongray particles; 
(1) 7B=1173 K, r „ = 373 K; (2) 7B = 373 K, 7^=1173 K; (3) 7B=1173 K, 
7„=1073 K;(4) 7B=1073 K, 7^=1173 K 

with the gray assumption are smaller than those predicted with 
the nongray assumption for only one combination, i.e., low 
wall temperature and large bed temperature (rw=373 K, 
TB= 1073 K) but the situation is reversed for all the other cases, 
especially for large particle beds. This trend is due to the shift 
of the black body emission to small wavelengths when the 
temperature increases, i.e., to the low-emissivity region 
(elp = 0.2) in our case. 

The results of numerical simulation are listed in Table 3 for 
five particle diameters, eight temperature combinations of the 
bed and the wall, and five emissivity assumptions: three with 
the gray assumption (ep = 0.2, 0.6, and 1.0) and two with the 
two-band model. 

The radiative heat transfer coefficient is always larger for 
Tw> TB than for T„< TB except for small temperature differ
ence between the wall and the bed (last column). 

As expected, under the gray assumption, her increases with 
the particle emissivity and the difference between low and large 
emissivity situation rises with particle diameter. At high tem
perature the radiative component increase can reach 50 percent 
when ep rises from 0.2 to 1. 

For the main situations of Table 3 the results for the gray 
assumption with ep = 0.6 are very near those for the two-band 
calculation with elp = 0.4 and e2p= 1.0; significant differences 
can be noticed with 6lp = 0.2. At low temperature the latter 
assumption gives higher radiative heat transfer coefficient than 
the former because of the high emissivity for larger wave
lengths, but the differences are about 5 percent. For medium 
and high temperature, the situation reverses and the gray as
sumption overestimates the radiative component; the maxi
mum difference is 15 percent. 

The problem is the accurate knowledge of the particle optical 
properties. For example, in the case of sand, the emissivity in 
the first band is strongly dependent on iron oxide content. 

Radiative Contribution. The relative importance of the ra
diative transport, which was often used in literature, is shown 
in Table 4 and Fig. 4, as well as the total heat transfer coef
ficients of the emulsion phase at the resident time of 0.2 s. It 
appears that the ratios of the radiative heat transfer coefficient 
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0.2 
0.6 
1.0 
.2,1.0 
.4,1.0 
0.2 
0.6 
1.0 
.2,1.0 
.4,1.0 
0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

0.2 
0.6 
1.0 

0.2,1.0 
0.4,1.0 

0.2 
0.6 
1.0 
.2,1.0 
.4,1.0 

14.5 
16.8 
18 
17 
18 
22 
30 
33 
31 
32 
23 
32 
36 
33.7 
34.8 
24.4 
33.1 
37.6 
34.7 
35.9 
24.6 
33.5 
38.2 
35.2 
36.4 

20.6 
26.6 
29.8 
27.3 
28.3 
23.9 
32.6 
37.1 
34.1 
35.3 
24.2 
33.2 
37.8 
34.8 
36.0 
24.3 
33.4 
38.1 
35.1 
36.3 
24.3 
33.5 
38.2 
35.2 
36.4 

34.5 
38.1 
40.7 
39.7 
39.9 
61.5 
79.6 
88.4 
76.2 
81.5 
65.4 
87.1 
97.9 
82.3 
88.8 
67.1 
90.7 

105 
85.2 
92.4 
67.9 
92.5 
105 

86.5 
94.1 

58.2 
75.5 
84.4 
69.0 
75.3 
66.8 
91.2 
104 

84.6 
92.4 
67.3 
92.4 
105 

85.9 
93.8 
67.5 
92.8 
106 

86.4 
94.3 
67.5 
93.0 
106 

86.6 
94.5 

65.1 
75.3 
81.4 
74.4 
77.0 
103 
135 
151 
125 
136 
109 
146 
164 
133 
146 
111 
150 
170 
137 
151 
112 
153 
174 
139 
153 

82.1 
103 
113 

93.6 
102 
106 
144 
162 
130 
143 
109 
149 
169 
135 
149 
110 
151 
172 
137 
151 
110 
152 
173 
137 
152 

110 
128 
139 
120 
128 
160 
208 
232 
185 
205 
166 
221 
249 
195 
218 
169 
228 
257 
200 
224 
171 
230 
261 
202 
226 

103 
126 
139 
115 
125 
149 
200 
226 
176 
196 
154 
212 
240 
185 
208 
158 
217 
247 
189 
213 
158 
220 
251 
190 
215 
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Table 4 Emulsion heat transfer coefficients and percentage of radiative 
transfer at different temperature conditions: ep = 0.6, clv = 0.8, SeS = 0.45, 
f, = 0.2s 

dp 

(mm) 

0 . 1 

0 . 5 

1 . 0 

2 . 0 

4 . 0 

- t o t a A T„ 
- ratio \TB 

h . 

K r /K 

K 
h. r /h. 

K 
K , /h. 

K 
K, /K 

h . 
h„ r /h. 

3 7 3 
7 7 3 

8 4 6 
1.99 

3 8 8 
7.77 

3 1 2 
10.3 

2 8 1 
11.7 

2 8 4 
11.8 

7 7 3 
3 7 3 

9 3 1 
2.86 

4 1 8 
7.81 

3 1 1 
10..7 

2 6 0 
12.9 

2 4 8 
13.5 

3 7 3 
1173 

9 5 1 
4.01 

4 7 6 
16.7 

3 9 0 
22.3 

3 5 7 
25.4 

3 5 7 
25.9 

1173 
3 7 3 

1103 
6.-84 

5 5 0 
16.6 

4 0 9 
22.6 

3 3 6 
27.7 

3 0 9 
30.1 

7 7 3 
1173 

1136 
6.63 

6 0 1 
22.5 

4 8 0 
30.3 

4 2 2 
35.6 

4 0 4 
37.7 

1173 
7 7 3 

1204 
8.52 

6 4 1 
22.4 

4 9 5 
30.1 

419 
36.0 

3 8 8 
39.1 

1073 
1173 

1284 
9.98 

7 2 7 
28.6 

5 8 5 
37.9 

5 1 1 
44.5 

4 8 3 
47.7 

1173 
1073 

1287 
9.78 

7 2 6 
27.5 

5 7 8 
36.6 

5 0 0 
43.3 

4 6 9 
46.8 

u.a 

0.4 

0.3 

0.2 

0.1 

0.0 

^^—~ 

s' 
4 / / - " " " 

/ * / 

~/y^~ 
X / > ^ 
'^"^ I I I I I I I I I I 1 1 1 

0.1 0.5 1.0 5.0 

(mm) 

Fig. 4 Percentage of emulsion phase radiative transfer coefficient ver
sus particle diameters: KB = 0.45, e„ = 0.8, fc = 0.2 s, ip = 0.6; (1) TB = 1173 
K, T„= 373 K; (2) TB = 373 K, Tw = 
TB = 1073K, r „ = 1 1 7 3 K 

1173 K; (3) r„ = 1173 K, T„=1073K;(4) 

to the total heat transfer coefficients are mainly dependent on 
particle size, wall temperature, and bed temperature. The larger 
the particle size and the higher the temperature, the more 
important the radiative transfer is. This is due to the variation 
of dominant transport modes in beds with particle size. In 
large particle beds the gas convection is dominant and the 
radiative transport plays a more and more important role as 
the temperature increases. On the other hand, the particle 
convective component is dominant in small particle beds and 
the radiation is less important. For the situations considered, 
the ratio of her versus he is always smaller than 10 percent even 
at the high-temperature conditions in the 0.1 mm particle bed, 
but on the opposite side it is larger than 10 percent even if the 
temperature of the bed or of the wall is only 773 K in the 4.0 
mm particle bed. This conclusion is in agreement with Bas-
kakov (1985); the radiative heat flux can exceed the convective 
heat flux in the extreme case. When the residence time of 
emulsion packets increases, the change of her/he is determined 
by the dependence of each component with time. In general 
her/he increases with increasing resident time, except for small 
particle beds when TB> T„. It should be indicated that the 
variation of her/he presented here is only for the emulsion 
phase, it would change with the radiation properties of particles 
and the wall and the fluidizing velocity. Since (hep + heg)» hbg 
and her<hbn the ratio of hr and hw would increase with the 
increase of overflow velocity (U— Umf) according to Eq. (1). 

According to Fig. 4 and Table 4, radiation is a larger fraction 
of the total heat transfer when temperature differences are 

smaller. One must consider separately the radiative flux and 
the radiative heat transfer coefficient. As a first approximation 
the former is proportional to the difference IT*-T$\ , which 
increases with the temperature difference! but the radiative 
heat exchange coefficient could be written as: 

qer=h„\Te-Tw\ (35) 

with heraTe + T^TV + TcTi + T* (Te is the mean emulsion tem
perature at the wall). The radiative heat exchange coefficient 
increases with temperature and when temperature difference 
decreases (for the same reference level for Tw or Te). As a 
consequence qer and her vary in the opposite direction with 
temperature difference I 7"e — 7"„, I. 

Another observation can be made from the data of Table 
4. For particle size smaller than 1 mm, the total heat transfer 
is larger for wall temperature larger than bed temperature 
(T„>TB), but the situation is reversed for large particle di
ameters. This trend is due to the relative importance of con
duction and convection near the wall. In the former situations 
conduction through the stagnant gas at the wall plays an im
portant role in the heat exchange mechanisms while convection 
in the flowing gas is dominant in the latter situations. These 
heat transfer mechanisms both increase with temperature. 

Conclusions 
This paper is the first to present a theoretical investigation 

for the radiative heat transfer in high-temperature fluidized 
beds using complete and simplified formulations and solution 
of the coupled conduction, convection, and radiation problem 
in the case of a gray and nongray medium. 

From the comparison of different theoretical formulations, 
it can be found that the two-flux method can be used for the 
calculation of the radiative component of emulsion phase ex
cept for small particle fluidized beds at high temperatures when 
TB~ TW is small, as its results are in agreement with those of 
the discrete-ordinates method. Brewster's formulae with ad
equate parameters and even the isothermal emulsion approx
imation can be used for large particle beds, dp> 1 mm for the 
former formulation and clp > 2 mm for the latter. The predicted 
radiative transfer rates depend on the scattering behavior of 
the bed. The data obtained for the dependent scattering theory 
are smaller than with the independent scattering theory, and 
differences as high as 20 percent were calculated. 

The particle optical properties, calculated from the gray and 
the nongray assumptions, exhibit significant differences (as 
large as 15 percent), depending on the bed temperature. But 
this example shows the importance of the knowledge of real 
emissivity of particles for the calculation of radiation exchange 
in fluidized beds. 

It should be pointed out that the dependence of radiant 
transfer rate on governing parameters, such as bed and wall 
temperatures, particle size, etc., discussed above is only valid 
for the assumed situation, because the heat transfer in fluidized 
beds is a complicated function of these parameters. In order 
to generalize the results, heat transfer classification schemes 
can be proposed. Several particle classification schemes have 
been published by considering the hydrodynamic and thermal 
properties (Geldart, 1973; Jovanovic and Catipovic, 1983; Sax-
ena and Ganzha, 1984), but they were obtained at ambient 
conditions. In order to check the validity of these schemes at 

' high-temperature conditions and extend them to account for 
radiant transfer, more detailed theoretical and experimental 
researches are needed for the quantitative description. 
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A P P E N D I X A 

Parameters Ae/dp and n Estimated by Flamant and Ber
geron (1988) 

dp, /mi 

280-400 
600-1000 

>1000 

n 

3 
6 

14 

Ae/dp 

3 
1 

1/2 

with: Tn=Th± 
Tw— Tt, 

A P P E N D I X B 

Physical Properties of Air (Flamant, 1985) 

pg = (351/7) kg/m3 

Â  = 5.66xl0-5r+l . lxl0~2W/(m-K) 
Cpg = (0.99 + 1.22 x l 0 - 4 r - 5 . 6 8 - r ^ x l O 3 J/(kg-K) •'PS 

l*g 0 .42xurT 2 / 3 N-s /m 2 

Physical Properties of Silica Sand (Kubie and Brough
ton, 1975; Touloukian and Dewitt, 1972) 

\ = 1.87 W/(m-K) 
Cpp = 860J/(kg-K) 

pp = 2600 kg/m3 

ep = 0.6 for gray body assumption 
eip = 0.2 (\ = 0-3.5 fim) and e2p = 1 (X = 3.5-oo ^m) for 

nongray body. 
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Local Measurements in the Two-
Phase Region of Turbulent • 
Subcooled Boiling Flow 
Local measurements of vapor phase-residence time fraction, vapor bubble size 
distribution, bubble axial velocity, and vapor and liquid temperatures were per
formed in turbulent boiling flow of Refrigerant-113. The dissolved air content of 
the experimental fluid was minimized. Data are reported for three wall heat fluxes, 
two fluid mass velocities, and three subcoolings at test section inlet. Local time-
averaged interfacial area concentrations were estimated. The measuring devices, 
viz., dual-sensor fiber-optic probe for the vapor bubble measurements and phase-
compensated chromel-alumel microthermocouple for the fluid temperature meas
urement, provided more complete and accurate data compared with our earlier 
work. The data should be helpful in the development and validation of multidi
mensional turbulent boiling flow models. Further work is needed, however, before 
the local interfacial area concentration can be determined with confidence. 

Introduction 
Fundamental experiments are crucial to the development of 

mechanistic multidimensional models of turbulent boiling flow. 
For example, experiments that measure the spatial distributions 
of vapor and liquid phases, interfacial area concentration, and 
turbulent velocity and temperature fields are essential. Some 
of the experimental data can be used to develop constitutive 
equations for the model while others can help validate the 
model. These considerations motivated the experiments de
scribed in this paper. 

We report the results of experiments in which some basic 
aspects of turbulent subcooled boiling flow were explored. This 
flow is characterized by discrete vapor bubbles flowing with 
a liquid continuum. The vapor bubbles are generated at the 
heated wall(s) and play important roles in the transport of 
thermal energy and momentum in the fluid. Partial nucleate 
boiling is the mode of heat transfer at the wall upon com
mencement of boiling. With significant vapor generation, how
ever, fully developed nucleate boiling occurs. All the 
measurements reported here were performed at the latter heated 
wall condition. 

The earliest basic experimental studies of the subcooled boil
ing flow field were by Jiji and Clark (1964) and Walmet and 
Staub (1969). In both studies, miniature thermocouples were 
used to measure the temperature (mean and fluctuations) dis
tribution in a boiling layer of water adjacent to the heated 
wall. No effort was made to distinguish between the vapor and 
liquid temperatures (the thermocouples appear to have been 
too slow to permit this). Walmet and Staub also measured the 
vapor fraction distribution in their rectangular test section with 
one side heated by the x-ray attenuation technique, and the 
mean liquid axial velocity distribution by miniature total and 
static pressure probes. Later, Shiralkar (1970) and Dix (1971) 
used hot-film sensors with constant temperature anemometry 
(CTA) to measure vapor fraction distribution in subcooled 
boiling flow of Refrigerant-114. Delhaye et al. (1973) con
structed a fast microthermocouple that could distinguish be
tween vapor and liquid temperatures in subcooled boiling flow 
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Transfer Conference, San Diego, California, August 9-12, 1992. Manuscript 
received by the Heat Transfer Division April 1993; revision received November 
1993. Keywords: Boiling, Multiphase Flows. Associate Technical Editor: 
R. A. Nelson, Jr. 

and performed measurements in water. They suggested that 
the local vapor fraction can be estimated from the probability 
density function (PDF) of the microthermocouple temperature 
signal. Hino and Ueda (1985a, b) studied some characteristics 
of wall heat transfer and flow field in subcooled flow boiling 
through a vertical annular channel. Spatial distributions of 
vapor-liquid mixture mean temperature and fluctuation in
tensity were measured by means of compensated chromel-con-
stantan microthermocouples with fast response. PDFs of the 
local mixture temperature signals were constructed. Also re
ported were: the power spectra of mixture temperature fluc
tuations, and the distributions of bubble frequency and vapor 
and liquid residence time intervals. Hasan et al. (1991) meas
ured the transverse distribution of fluid (i.e., the vapor-liquid 
mixture) mean temperature and vapor phase residence time 
fraction in subcooled boiling flow of Refrigerant-113 (R-113) 
through a vertical annular channel. The fluid temperature was 
measured by a chromel-constantan microthermocouple and the 
vapor fraction by a miniature cylindrical hot-film sensor op
erated in the CTA mode. The microthermocouple (time con
stant = 7 ms) was not fast enough to be able to distinguish 
between vapor and liquid temperatures. A drawback of the 
vapor fraction data reported was the presence of a significant 
amount of dissolved air in the working fluid. 

A formulation for the local, time-averaged interfacial area 
concentration in vapor-liquid flow was proposed by Kataoka 
et al. (1986). This was related to multisensor measurements in 
such flows and then applied to air-water bubbly and slug flows. 
Revankar and Ishii (1992) calculated local, time-averaged in
terfacial area concentration from their double-sensor probe 
measurement of the statistical characteristics of interfacial ve
locity in bubbly air-water flow. 

The measurements reported in this paper were performed 
in turbulent subcooled boiling flow of R-l 13 through a vertical 
annular channel. Significant improvements over our previous 
effort (Hasan et al., 1991) were instituted in the area of meas
urement instrumentation. The vapor phase residence time frac
tion was measured by a dual-sensor fiber-optic probe. This 
probe also enabled measurement of vapor bubble size and axial 
velocity. The local, time-averaged interfacial area concentra
tion was estimated from these measurements. The dissolved 
air content of R-113 was minimized so that the effect of air 
content on vapor fraction measurement was minimal. A phase-
compensated chromel-alumel microthermocouple measured the 
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local temperature in the flow. The time constant of this mi
cro thermocouple ( = 3.4 ms) was small enough to permit sep
aration of the vapor and liquid temperatures. Both the mean 
and the fluctuation intensity of liquid temperature are re
ported. 

The data on vapor bubble size and axial velocity and the 
estimates of interfacial area concentration should be useful for 
developing constitutive relations. Data on liquid temperature 
fluctuation intensity will help in the formulation of a model 
for turbulent heat flux in the liquid phase. Data on local vapor 
fraction and mean liquid and vapor temperatures can be used 
for validation of multidimensional models of turbulent sub-
cooled boiling flow. 

The Experiments 
The annular test section in which these experiments were 

carried out features a heated inner wall and an insulated outer 
wall. Subcooled boiling flow in such a channel is shown sche
matically in Fig. 1. Two regions are shown, a boiling fluid 
layer adjacent to the heated wall (region II) and an outer all-
liquid region (region I). An advantage of the annular geometry 
is that the flow field can be studied by intrusive probes (e.g., 
fiber-optic probe, microthermocouple) and nonintrusive probes 
(e.g., laser-Doppler velocimeter) without having to disrupt the 
heated wall. 

I The Test Section. Figure 2 shows a part of the vertical 
annular test section. Its inner tube is of 304 stainless steel 
(i.d. = 14.6 mm, o.d. = 15.9 mm) and the outer pipe of trans
parent pyrex glass (i.d. = 38.1 mm, o.d. = 47.0 mm) except for 
a 0.496 m long measurement section, which is made of quartz 
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QUARTZ TUBE 

r j . 7.93 mm 

rn = 16.85 mm 

s?a 

•FLOW 
r 

Fig. 2 Measurement section 

(i.d. = 37.7 mm, o.d. = 41.7 mm).1 The inner tube can be re-
sistively heated by direct current, the upper 2.75 m of the 3.66 
m long test section being the heated length. The lower 0.91 m 
serves as the hydrodynamic entrance length. 

A dual-sensor fiber-optic probe and a chromel-alumel mi
crothermocouple were installed diametrically opposite each 
other in the measurement section. Four surface thermocouples 
were installed on the inner wall of the heater tube. The tube 
was then filled with aluminum oxide powder insulation. The 

' Quartz is used in view of the laser-Doppler velocimetry measurements planned 
for the next phase of our work. 

Nomenclature 

«/ = 

_A = 

g = 
G = 

N, = 

P 
Pr 

PAD) 

local time-averaged inter
facial area concentration 
diameter of rth bubble 
Sauter mean diameter of 
bubble 
acceleration due to gravity 
mass velocity 
number of vapor bubbles 
that pass a point in space 
per second 
pressure 
partial pressure of R-113 
cumulative probability dis
tribution function of the di
ameter of detected bubbles 
wall heat flux 

r 

R* = 

T = 
t' = 

Ti„ = 

ug = 

us =. 

z = 

radial coordinate 
radius of boiling layer outer 
edge 
annulus inner wall radius 
annulus outer wall radius 
nondimensional radial coor
dinate = (/;—/•,•)/( r0 - /•/) 
mean temperature 
temperature fluctuation 
mean liquid temperature at 
test section inlet 
time-mean vapor bubble ax
ial velocity 
time-mean interface axial 
velocity 
axial coordinate 

<*c 

«o 

local residence time fraction 
of vapor 
the maximum angle between 
the local interface velocity 
and the axial coordinate 

pc(x) = probability density function 
of the chord length of de
tected bubbles 

Pct(D) = probability density function 
of the diameter of detected 
bubbles 
liquid, vapor density 
surface tension 
variance of interface axial 
velocity 

Ph Pg 

a 

oh 
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Fig. 3 Typical outputs of fiber-optic sensors and their cross-correlation 

measurement plane (shown in Fig. 2) was approximately 1.94 
m downstream of the beginning of the heated length. 

II Measurement Instrumentation 

1 Vapor Phase Residence Time Fraction, Bubble Diameter, 
and Bubble Axial Velocity, As mentioned earlier, these meas
urements were made by means of a dual-sensor fiber-optic 
probe. This probe (Photonetics, France) features two fiber
optic sensors, each of which acts as a guide to infrared light 
emitted by an LED. The active part of the fiber tip has a 
characteristic size of 20 pm and the two tips are 1.77 mm apart. 
The sensor discriminates between vapor and liquid phases be
cause their refractive indices are different, the infrared light 
being totally reflected when the sensor tip is surrounded by 
vapor. The probe and its opto-electronic circuit provide a re
sponse time of approximately 10 /xs. Performance of such 
probes has been characterized by Cartellier (1990). 

Figures 3(a) and (b) show typical signals from the two sen
sors when they are placed in the boiling layer. The sampling 
time interval and the total record length for each of these signals 
were 230 /xs and 4.7 s, respectively. Each voltage pulse signifies 
an encounter of the sensor tip with a vapor bubble; the sharp 
rise corresponds to an interfacial crossing from liquid to vapor 
and the sharp drop corresponds to an interfacial crossing from 
vapor to liquid. Not all the bubbles that impinge on the up
stream sensor encounter the downstream sensor and vice versa. 
Let us consider, for example, the time interval between 1.92 
s and 1.94 s in the figures. The downstream sensor encounters 
five bubbles (designated as numbers 1-5) during this interval 
while the upstream sensor detects four of these bubbles (num
bers 2-5). Also, the time interval of passage of any bubble 
(i.e., the time between the two interfacial crossings) is not 
necessarily the same for the two sensors. This is because the 
same bubble chord lengths may not be traversed by a bubble 

Sensor 

Fig. 4 Bubble chord lengths detected by fiber-optic sensor 

and the bubble (i.e., its interface) may not travel with exactly 
the same velocity (magnitude and direction) at the two sensors. 
Our measurements indicate that the downstream sensor de
tects, on the average, a smaller number of vapor bubbles per 
unit time than the upstream sensor. Also, the vapor phase 
residence time fraction measured by the upstream sensor is 
always slightly higher (for example, 1 to 4 percent higher in 
the vapor fraction range of 5 to 35 percent). We consider the 
upstream sensor measurement to be more accurate since the 
path to it was unhindered. All vapor fraction data presented 
in this paper are upstream sensor measurements. 

A baseline at 0.9 volt is shown in Fig. 3(b). A judicious 
choice of this voltage is important because the data analysis 
algorithm uses the points of intersection of the baseline with 
the voltage pulses to calculate the residence time of the vapor 
phase. The baseline voltage should be small compared to the 
pulse amplitude but larger than the noise level of the liquid 
phase signal. Consideration must also be given to the rise and 
fall time of the pulses. 

At steady state and in the limit of very long record length, 
the vapor phase residence time fraction is equal to the prob
ability of existence of vapor at the sensor location. 

The cross-correlation function of the two signals is shown 
in Fig. 3(c). This function describes the general dependence of 
the set of data from one signal on the other signal data set. 
The time displacement, r, corresponding to the sharp peak 
represents the most probable travel time of bubbles (i.e., their 
interfaces) from the upstream sensor to the downstream sensor. 
Since the sensor tips were juxtaposed along the axial (z) di
rection with a known spacing, the most probable bubble (or 
interface) velocity could be calculated from the most probable 
travel time. A distribution about the most probable velocity 
is expected, however, because bubbles of different sizes and 
shapes travel at different relative velocities with respect to the 
ambient liquid and because the flow is turbulent. 

Generally, a vapor bubble will not be pierced by the sensor 
tip along its diameter. A chord length, x, will be traversed 
instead, Fig. 4. The PDF of the measured chord lengths, pc(x), 
can be constructed. It has been shown (Herringe and Davis, 
1976) that the cumulative probability distribution function of 
the diameter of the detected bubbles is given by 

PAD) -r pc(x)dx--DPc(x = D) 

The corresponding PDF is 

PAD) = 
dPAD) 

dD 

(1) 

(2) 

These relations are based on the assumptions that the vapor 
bubbles are spherical, the bubble axial velocity is independent 
of its diameter, and the sensor has equal probability of piercing 
any point on the projected frontal area of a bubble. As will 
be shown later, most bubbles were less than 2 mm in diameter. 
Thus, the assumption of sphericity of the bubbles is reasonable. 
On the other hand, the assumption that the bubble velocity is 

662 /Vo l . 116, AUGUST 1994 Transactions of the AS ME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Range of experiments and measurement uncertainties! 

Wall heat flux 

Mass velocity 

R-113 partial pressure at 
measurement plane (sat. temp.) 

Mean liquid temperature at test 
section inlet 

Wall temperature 

Vapor local residence time fraction 

Bubble diameter 

Sensor radial traverse: 

fiber op'ic sensor 

microthermocouple 

Range 

79,400-126,00 W/m2 

579, 801 kg/m^s 

269kPa(80.rC) 

43.0, 50.3'C 

95-102'C 

0-52% 

0.1 -2.6 mm 

0-10 mm 

0 - 9 m m 

Uncertainty 

±200 W/m2 

± 3 kg/rn^s 

± 0.7 kPa 

±o.rc 

±0.4"C 

± l % f o r 0 % < a Q < 1 0 % 
± 2% for 10% < ctQ < 52% 

± 0.05 mm 

±30nm 
±30 UJii 

t The uncertainty estimates are for 95 percent confidence. 

independent of its diameter is a weak one and introduces some 
error in the bubble diameter PDF. 

2 Liquid and Vapor Temperatures. The chromel-alumel 
microthermocouple used for these measurements (Beckman et 
al., 1993) features a disk-shaped junction, 2.5 /tim thick and 
0.09 mm in diameter. When operated in conjunction with an 
active phase-lead compensation circuit (similar in principle to 
Hishida and Nagano, 1978), the time constant of the micro-
thermocouple was measured to be about 3.4 ms in turbulent 
flow of R-113 in the same Reynolds number range as the present 
experiments. This response was sufficiently fast for distin
guishing vapor temperature from liquid temperature in the 
subcooled boiling layer. 

3 Heated Wall Temperature. Four surface thermocou
ples (Omega, foil thickness = 0.01 mm, junction length = 0.5 
mm) were baked onto the inner wall of the heater tube with 
a thin layer of epoxy cement. The temperature of the tube 
outer wall, which forms the inner wall of the annulus, was 
calculated from the measured inner wall temperature by a 
steady-state heat conduction analysis. 

4 Pressure. The measurement plane (m.p.) pressure was 
monitored by a test gage (Omega, 0-1200 kPa range, 1.4 kPa 
resolution). 

5 Flow Rate. The volumetric flow rate of liquid at the 
test section inlet was measured by a turbine flow meter (Flow 
Technology). 

6 Heating Power Input. The power input to the test sec
tion was calculated as the product of the magnitude of direct 
current from a DC power supply (Rapid Power Technologies; 
40 volts, 1500 A maximum) and the voltage differential across 
the heater tube. 

Results 
Table 1 contains the ranges of variables over which the 

measurements were performed as well as the associated meas
urement uncertainties. 

At the outset, test section heat balance was carried out using 
the supplied heating power, the liquid mass flow rate, and the 
mixed-mean liquid temperature rise in single-phase liquid flow 
experiments. About 2 percent of the supplied power was found 
to be lost to the ambient. 

Air is highly soluble in liquid R-113 and, in boiling flow 
experiments, the influence of dissolved air on vapor fraction 
and temperature can be significant. Dissolved air increases the 
apparent vapor fraction in boiling flow, the extent of this 
increase depending on the air concentration, the local pressure, 
and the local temperature. Furthermore, the saturation tem-
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Fig. 5 Vapor fraction radial profiles at three wall heat fluxes 

perature is lowered. Careful degassing of the rig R-113 inven
tory followed by measurement of the residual dissolved air 
content is therefore essential prior to each experiment. Meas
urement of the residual dissolved air was performed by an 
Aire-Ometer (Seaton-Wilson). Henry's law was then invoked 
to calculate the partial pressure of air in the gas phase. The 
R-113 partial pressure was found by subtracting the air partial 
pressure from the measured total pressure. For the experiments 
reported here, the air partial pressure was typically 8 kPa out 
of the total pressure of 277 kPa at the measurement plane. 
This translates to a reduction in the R-113 saturation temper
ature from 81.2°C to 80.PC. Assuming the R-113 vapor-air 
mixture to be a mixture of perfect gases, the volume fraction 
of R-113 can be calculated from the corresponding pressure 
fraction. For example, for a measured vapor (plus air) fraction 
of 0.20 (i.e., 20percent), the R-113 vapor fraction is calculated 
to be 0.194 (i.e., 19.4 percent). Thus, the error due to the 
residual dissolved air was less than the uncertainty associated 
with the vapor fraction measurement (Table 1). 

1 Vapor Phase Residence Time Fraction—Radial Distri
bution. Each measurement was repeated at least once and 
the average of the measured values was taken to be the local 
value. 

Figure 5 shows vapor fraction radial profiles for three wall 
heat fluxes (94950, 115725, 126000 W/m2) at the same fluid 
mass velocity (801 kg/m2s), R-113 pressure at m.p. (269 kPa), 
and mean liquid temperature at test section inlet (50.3 °C). The 
location of the boiling fluid layer (b.l.) outer edge is shown 
for each profile. This location was determined as follows: a 
best-fit curve was drawn through the data points in the vapor 
fraction range (0.0, 0.12) and the point of intersection of this 
curve with the 0.001 vapor fraction line was designated as the 
b.l. edge. An uncertainty estimate of the location is also shown 
in the figure. 

It is apparent from the data that both the radial extent of 
the boiling fluid layer and the vapor fraction near the heated 
wall increase with wall heat flux. Vapor fraction data very 
near the heated wall were not obtained because the closest that 
we ventured to the wall was 0.5 mm (0.4 mm in a few exper
iments). 

In Fig. 6, we present radial distributions of vapor fraction 
for two fluid mass velocities (579, 801 kg/m2s) at the same 
wall heat flux (94950 W/m2), R-113 pressure at m.p. (269 kPa), 
and mean liquid temperature at test section inlet (43.0°C). The 
b.l. edge locations are shown also. As expected, the boiling 
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Fig. 7 Vapor fraction radial profiles at three inlet liquid subcoolings 

fluid layer is thicker at the lower mass velocity. The vapor 
fraction near the heated wall is higher as well at the lower mass 
velocity. 

Figure 7 shows the radial profiles of vapor fraction for three 
mean liquid temperatures at the test section inlet (43.0, 46.1, 
50.3°C) with the same wall heat flux (115725 W/m2), fluid 
mass velocity (801 kg/m2s), and R-113 pressure at m.p. (269 
kPa). At lower liquid subcooling, the vapor condensation rate 
is smaller and more vapor bubbles survive. As such, the trans
verse extent of the boiling fluid layer is larger as is the vapor 
fraction in the layer. 

2 Vapor Bubbles—Size Distribution. In Figs. 8(a, b), we 
show the PDFs of bubble chord length and diameter, pc(x) and 
Pd(D), respectively, at one location in the boiling fluid layer 
(/?* = 0.163) and two inlet liquid subcoolings. The vapor frac
tion profiles for these two conditions are given in Fig. 7. The 
chord length PDFs were obtained directly from the fiber-optic 
probe data. The diameter PDFs were then calculated by Eqs. 
(1) and (2). At the higher liquid subcooling (Tin = 43.0°C), the 
local vapor fraction is about 4 percent and the most probable 
bubble diameter about 1.2 mm. The largest bubble diameter 
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Fig. 8 Vapor bubble size distribution at the same radial location for 
two inlet liquid subcoolings 

is roughly 1.9 mm but such a bubble has a very small probability 
of existence. At the lower liquid subcooling (7,

/„ = 50.3°C), 
the local vapor fraction is about 11 percent and the most 
probable bubble diameter about 1.2 mm. However, nonzero 
probability persists till larger bubble diameters (>2.5 mm). 
That larger vapor bubbles are found when the liquid is less 
subcooled is reasonable. The larger bubbles are partly re
sponsible for the higher local vapor fraction at lower sub
cooling. Another contributor to higher vapor fraction is the 
closer packing of the bubbles as indicated by a higher rate of 
bubble detection by the fiber-optic probe. 

The Sauter mean diameter of vapor bubbles can be calculated 
from the bubble diameter PDF. The Sauter mean diameter is 
defined as (American Society of Testing and Materials, 1988): 

Etf 

2>' 
(3) 

where D, is the diameter of the ith bubble. Figures 9(a, b, c) 
show the radial distributions of the most probable bubble 
diameter and the Sauter mean bubble diameter in the boiling 
fluid layer for the three experiments of Fig. 7. The corre
sponding bubble detection rates are also shown. Bubble di
ameter values could not be obtained in the outer part of the 
boiling layer because the bubble detection rate became rather 
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rate at 

low. As such, it was not possible to construct meaningful 
bubble chord length PDFs. 

The bubble detection rate falls significantly as we move away 
from the heated wall. A contributor to this decrease is the 
radial spreading of the boiling layer. For example, if we assume 
that there is no bubble coalescence and no bubble condensa
tion, a reduction of about 20 percent can be expected in the 
bubble detection rate in going from R* = 0.058 to R* = 0.221 
(the locations closest to and farthest from the heated wall in 
Figs. 9(a, b, c) detection rate data). The actual reduction in 
bubble detection rate is considerably more, however, suggest
ing occurrence of bubble coalescence and condensation. 

As for the bubble diameter radial distribution, the bubbles 
are relatively small near the heated wall although the vapor 

fraction is high there. The bubble size first increases as one 
moves away from the wall. This is another indication of bubble 
coalescence. Farther from the wall, the bubble diameter de
creases again. The vapor fraction is low in this region as is the 
bubble detection rate. An increased vapor condensation rate 
may be suggested as the cause of the decrease in bubble di
ameter. It should be noted also that the bubble size is generally 
larger at lower liquid subcoolings, Fig. 9{b, c). 

3 Vapor Bubbles—Axial Velocity Distribution. The fi
ber-optic sensors detect the passages of vapor-liquid interfaces 
as vapor bubbles flow. The velocity measured by the sensors 
may thus be termed the interface velocity. For spherical bub
bles, the interface velocity may be equated to the bubble ve
locity provided the bubbles neither grow nor shrink. Since the 
dominant flow direction in our experiments was axial and the 
two sensors were juxtaposed along the axial direction, the axial 
interface velocity was measured. The t ime^ean bubble axial 
velocity (Ug) and interface axial velocity (Us) are assumed to 
be equal in this work. 

As mentioned earlier, the cross-correlation technique was 
utilized for the velocity measurements. The time displacement 
T corresponding to the sharp peak of the cross-correlation 
function (CCF) was used to calculate the most probable bubble 
axial velocity. Figure 10(a) shows the radial profile of this 
velocity for experiments at two wall heat fluxes (94950, 115725 
W/m2) and the same fluid mass velocity (801 kg/m2s), R-113 
pressure at m.p. (269 Pa), and mean liquid temperature at test 
section inlet (43.0°C). The vapor fraction profiles for these 
experiments can be found in Figs. 6 and 7. The bubble size 
distribution for the higher heat flux case is contained in Fig. 
9(a). Also shown in Fig. 10(a) are: (/*) a liquid mean axial 
velocity profile measured in single-phase flow at the same mass 
velocity, a lower wall heat flux, and a higher m.p. pressure, 
and (/;') the estimated liquid mean axial velocity profile in a 
part of the boiling fluid layer for the case of 115725 W/m2 

wall heat flux. The latter profile was obtained by estimating 
the local relative velocity between the vapor bubbles and the 
liquid, given the measured vapor fraction (Zuber and Findlay, 
1965): 

{UK e) = 1.53 "giPl ~ Pv) 
2 

Pi 
( 1 - a c ) ' (4) 

The data in Fig. 10(a) suggest that, in vertical upflow, bubbles 
in a higher vapor fraction boiling layer travel with a larger 
axial velocity than bubbles in a lower vapor fraction boiling 
layer. Of course, the bubbles are, on the average, larger in the 
former condition. A comparison of the liquid axial velocity 
profile in nonboiling flow with the estimated liquid axial ve
locity profile in the boiling layer indicates that these profiles 
are quite different, the liquid generally traveling faster and 
having a steeper velocity gradient near the heated wall in the 
latter condition. This is a tentative observation only since we 
did not measure the liquid velocity in the boiling fluid layer. 

Figure 10(6) shows the radial profiles of the most probable 
bubble axial velocity for experiments at two mean liquid tem
peratures at the test section inlet (50.3, 43.0°C) with the same 
wall heat flux (94950 W/m2), fluid mass velocity (801 kg/m2s), 
and R-113 pressure at m.p. (269 kPa). The vapor fraction 
profiles for these experiments are given in Figs. 5 and 6. The 
data in Fig. 10(Z?) indicate that vapor bubbles travel with higher 
axial velocity at lower liquid subcooling. This is a reasonable 
trend since the boiling fluid layer at a lower liquid subcooling 
has, on the average, higher vapor fraction and larger bubbles. 

In reality, bubbles of different sizes can be expected to travel 
at different velocities. This leads to a statistical distribution 
of the bubble (or interface) velocity at any given location in 
the boiling layer. It has been suggested that if the mean flow 
is in the axial direction and it is assumed that the probability 
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density of the flow velocity is peaked in this direction, then 
the mean square of the bubble axial velocity fluctuations is an 
important parameter in the determination of the local time-
averaged interfacial area concentration a, (Kataoka et al., 1986). 

The PDF of the interface (or bubble) axial velocity can be 
determined directly from dual-sensor data if the distribution 
of the interface transit time between the two sensors can be 
obtained (Kataoka et al., 1986). This was not done in our 
study. Instead, the PDF was determined from the CCF of the 
two sensor signals and the auto-correlation function (ACF) of 
the upstream sensor signal. The procedure is as follows: 

Let X\ (t) and x2 (t) denote the upstream and downstream 
sensor signals, respectively. RXlx{ (

T) is the ACF of the upstream 
sensor signal and RXIX2(T) the CCF of the two signals. We 
assume that 

0.1 0.2 0.3 0.4 0.5 1.2 1.3 1.4 1.5 0.7 0.8 0.9 1 

U| (m/s) 

(b) 

Fig. 11 (a) Auto- and cross-correlation functions of two sensor signals 
at a location in the boiling layer; (b) calculated probability density func
tion of the interface (bubble) axial velocity 

Xi(t)=X2 \t + 
U, 

(5) 

where d is the axial spacing between the sensors and Us the 
interface axial velocity. Equation (5) implies that x2 is identical 
to X\ except for being shifted by the time interval d/Us, where 
Us may be random. The CCF is then given by 

*W) J 0 
p(Us)dUs (6) 

where/? (Us)dUs is the probability of the interface axial velocity 
being between Us and Us + dUs. Equation (6) may be approx
imated as: 

*WT<> - £ **Fi ^-d/usj )P(USJ )dUsj (7) 
y = i 

Equation set (7), i= 1,. . . , TV, enables determination of prob
ability densities p{Usj), j=l TV, and hence the PDF. 
The variance of the interface axial velocity, o\j, can be cal
culated from this PDF and used in the estimation of the local 
time-averaged interfacial area concentration, 5,-. 
• Figure 11(a) shows the CCF of the sensor signals and the 
ACF of the upstream sensor signal at radial location R * = 0.105 
in the boiling fluid layer for the experiment at wall heat flux 
115725 W/m2, fluid mass velocity 801 kg/m2s, R-113 pressure 
at m.p. of 269 kPa, and mean liquid temperature of 50.3°C 
at the test section inlet. The most probable interface axial 
velocity calculated from the CCF is noted in the figure. The 
interface axial velocity PDF is shown in Fig. \\{b). The cor
responding most probable interface axial velocity is noted also 
and is, of course, equal to the value obtained from the CCF. 
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4 Local Time-Averaged Interfacial Area Concentration— 
Radial Distribution. The method suggested by Kataoka et al. 
(1986) for determining the local time-averaged interfacial area 
concentration, ah involves the use of the mean and the variance 
of the interface axial velocity, Us and a\j, respectively, to cal
culate a0, the maximum angle between the interface velocity 
and the axial direction, a,- is then calculated from a0, Us, and 
N„ the number of bubbles that pass through the specific lo
cation in the boiling layer per second. The radial distribution 
of a, calculated by this method for the experimental condition 
of Fig. 11 is shown in Fig. 12. The values of a0 ranged between 
19 and 24 deg. 

Another method of calculating the local time-averaged in
terfacial area concentration uses the relation 

«/ = : 
6ac 

Dsm 

(8) 

where Dsm, the Sauter mean bubble diameter, is given by Eq. 
(3). Direct comparison of «,- calculated by Eq. (8) with that 
calculated by the method of Kataoka et al. would not be ap
propriate because inherent in our calculation of Dsm is the 
assumption that bubble axial velocity is independent of its size. 
A simplified way to incorporate this assumption in the method 
of Kataoka et al. would be to set a\j=Q, which is tantamount 
to setting a0 = 0. The values of a, based on this scenario are 
also plotted in Fig. 12 as are the a, values obtained from Eq. 
(8). While the values of a,- from Eq. (8) are consistently higher, 
they are of the same order of magnitude. It is also apparent 
that further work is needed before a, in bubbly boiling flow 
can be determined satisfactorily. 

5 Liquid and Vapor Temperatures—Radial Distribu
tions. Depending upon whether vapor or liquid surrounds 
the microthermocouple junction at any particular time, the 
microthermocouple, ideally, senses the corresponding phase 
temperature. Some limitations are, however, introduced into 
the temperature sensing process by the 3.4 ms microthermo
couple time constant, as well as possible wetting of the junction 
and the finite time required for it to dry. 

In the following, by the term fluid we mean liquid when in 
the all-liquid region and liquid and vapor when in the boiling 
layer. The microthermocouple signal represents the fluid tem
perature at any given location. When in the boiling layer, it 
becomes necessary to extract information about the individual 
phase temperatures from the fluid temperature signal. One 
method of doing this is to construct a PDF of the signal and 
then methodically separate the PDF into two PDFs, one for 

the liquid phase and the other for the vapor phase. We sep
arated the PDF on the basis of the following criteria: (/) the 
mean vapor temperature should be close to the local saturation 
temperature and the vapor temperature PDF should be ap
proximately symmetric2; (//) although the liquid remains, on 
the average, subcooled, a thin superheated liquid layer is 
present around each vapor bubble (Delhaye et al., 1973) caus
ing the liquid temperature PDF to exhibit a tail in the super
heated region; and (Hi) the ratio (area of the vapor temperature 
PDF)/(area of the fluid temperature PDF) should be close to 
the local vapor residence time fraction as measured by the 
fiber-optic probe (for example, within ±15 percent of the 
value). Once the PDFs are separated, the liquid and vapor 
mean temperatures and fluctuation intensities can be deter
mined. 

Figure 13(a) depicts the fluid, liquid, and vapor temperature 
PDFs at one radial location in the boiling fluid layer (R* = 0.07). 
Figures 13(6, c) contain, respectively, the mean fluid and liquid 
temperature radial distributions and the corresponding tem
perature fluctuation intensity distribution for the experiment 
at wall heat flux of 115725 W/m2, fluid mass velocity of 801 
kg/m2s, R-113 pressure at m.p. of 269 kPa, and mean liquid 
temperature of 43.0°C at test section inlet. We observe from 
Fig. 13(6) that the liquid phase remains subcooled (in the mean 
sense) to R* = 0.04 and possibly even closer to the heated wall. 
The liquid temperature fluctuation intensity is seen to be sub
stantial in the boiling fluid layer, Fig. 13(c). It is suggested 
that the intensity at any location in the boiling layer depends 
mainly on: (/') the local vapor fraction, which is proportional 
to the frequency of bubble (interface) passage, and (//) the 
local liquid subcooling, which varies between a low in the thin 
thermal layer around the bubbles and a high away from the 
bubbles. The liquid temperature fluctuation intensity increases 
with the frequency of bubble passage. An increase in the local 
liquid subcooling also enhances the intensity because the range 
of temperature sensed is larger. We observe in Fig. 13(c) that 
the liquid temperature fluctuation intensity first increases as 
the heated wall is approached followed by a decrease. While 
the bubble passage frequency increases as the wall is ap
proached, the liquid subcooling diminishes, the effects on the 
intensity being opposite. Also, except at the bubble nucleation 
sites, the wall temperature fluctuation intensity acts as the 
boundary condition for the liquid temperature fluctuation in
tensity. The intensity at the wall should be low due to the 
significant thermal inertia of the wall. 

Two comments are appropriate here. First, along with the 
mean liquid temperature distribution in the boiling layer, data 
on the distribution of liquid temperature fluctuation intensity 
are important for turbulence modeling. A viable approach to 
modeling of turbulent heat flux in the liquid phase is based 
on two equations: One equation governs the transport of tem
perature fluctuation variance and the other its rate of dissi
pation (So et al., 1993). Second, although the present 
microthermocouple is significantly faster than the one used in 
our earlier work, it still attenuated temperature fluctuations 
at higher frequencies (>50 Hz) to some extent. 

Figures 14(a, b) show, respectively, the mean fluid and liquid 
temperature radial distributions and the fluid and liquid tem
perature fluctuation intensity radial distributions for an ex
periment at the same wall heat flux, mass velocity, and pressure 
as the previous case but a test section inlet liquid temperature 
of 50.3°C. Compared to the Fig. 13(6) data, the liquid is less 
subcooled at the measurement plane, Fig. 14(a). The liquid 
temperature fluctuation intensity is lower than in the previous 
experiment, a trend that indicates a strong influence of the 
local liquid subcooling. 

2This temperature distribution is possibly due to local pressure fluctuations, 
which lead to fluctuations in vapor temperature. 
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Concluding Remarks 
The reported measurements are results of our continuing 

effort to study the fundamental characteristics of turbulent 
subcooled boiling flow. The objective of this effort is to fa
cilitate the development and subsequent validation of a mul
tidimensional turbulent subcooled boiling flow model. 
Development of the model is in progress. 

A few comments about the measurements are in order. The 
fiber-optic probe is among the fastest and least disruptive probes 
available for local vapor fraction measurement. It is possible, 
by means of dual-sensor fiber-optic probes, to obtain infor
mation regarding the distributions of size and velocity in the 
dominant flow direction of vapor bubbles. It is also possible 
to estimate the local time-averaged interfacial area concentra
tion. While the assumption of spherical bubble shape is rea
sonable for small bubbles (for example, <2 mm diameter), a 
study of bubble shape by a three-dimensional imaging tech
nique would be important. It would also be desirable to meas-
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ure the transverse motion of the bubbles. A multisensor fiber
optic probe with the sensors arranged judiciously (similar in 
principle to the resistivity probe of Ishii and Revankar, 1992) 
should be useful. 

The chromel-alumel microthermocouple used in these meas
urements is quite fast (time constant with phase-lead compen
sation =3.4 ms). It would, however, be important to construct 
microthermocouples that are inherently faster (for example, 
time constant without phase-lead compensation » 2 ms). Cau
tion should be exercised regarding the extent of time constant 
reduction by phase-lead compensation. This is to reduce the 
possibility of nonphysical amplification of high-frequency 
temperature fluctuations in the fluid by the compensation cir
cuit. 

Finally, it is imperative that the turbulence characteristics 
of the liquid phase velocity field be measured. We have, so 
far, performed some measurements only in the all-liquid region 
of subcooled boiling flow (Roy et al., 1993) and have just 
commenced measurements in the boiling layer. 
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Nucleate Pool Boiling of a 
TURBO-B Bundle in R-113 
Heat transfer measurements were made during nucleate boiling of R-113 from a 
bundle of 15 electrically heated, copper TURBO-B tubes arranged in an equilateral 
triangular pitch, designed to simulate a. portion of a flooded evaporator. Five of 
the tubes that were oriented in a vertical array on the centerline of the bundle were 
each instrumented with six wall thermocouples. For increasing heat flux, the incipient 
boiling wall superheat of upper tubes decreased as lower tubes were activated. In 
the boiling region at low heat fluxes ( = / kW/m2), the average bundle heat transfer 
coefficient was 4.6 times that obtained for a smooth tube bundle (under identical 
conditions) and 1.6 times greater than that obtained for a single TURBO-B tube; 
a similar bundle factor has been reported for a smooth tube bundle. At high heat 
fluxes (100 kW/m1), the average bundle heat transfer coefficient was 3.6 times that 
of a smooth tube bundle. Furthermore, there was still a significant bundle factor 
(1.22), contrary to a smooth tube bundle, where all effect of lower tubes was 
eliminated at high heat fluxes. 

Introduction 
In recent years significant progress has been made in un

derstanding nucleate boiling heat transfer and two-phase con
vection effects on the shell side of smooth tube bundles (Leong 
and Cornwell, 1979; Cornwell et al., 1980; Cornwell and 
Schuller, 1982; Wege and Jensen, 1984; Hwang and Yao, 1986; 
Cornwell and Scoones, 1988; Jensen and Hsu, 1988; Cornwell, 
1989). These works observed the two-phase flow patterns and 
deduced that sliding bubbles from lower tubes on upper tubes, 
as well as liquid forced convection, could account for signif
icant heat transfer in the top part of a bundle. This is known 
as bundle effect. There is much confusion in the literature 
regarding the use of the terms bundle effect and bundle factor 
and it is often not made clear which is being cited.1 Bundle 
effect is defined as the ratio of the heat transfer coefficient 
for an upper tube in a bundle with lower tubes activated to 
that for the same tube activated alone in the bundle. Bundle 
factor is defined as the ratio of average heat transfer coefficient 
for the whole bundle to that of an isolated single tube of similar 
surface. In many cases, however, the data for a single isolated 
tube (which should ideally be taken in the same apparatus as 
the bundle) are not available and data taken from a single tube 
activated alone in the bundle are often used. Bundle factor is 
typically slightly lower than bundle effect and is obviously of 
more use to a designer who can simply use it with single tube 
data to estimate average bundle coefficients. For this reason, 
data tabulated later in this paper are presented as bundle factor. 

The influence of tube position within a smooth tube bundle 
has also been extensively studied using R-ll, R-12, R-22 and 
R-113 (Wallner, 1974; Fujita et al., 1986; Chan and Shoukri, 
1987; Rebrov et al., 1989; Marto and Anderson, 1992). For 
both square and staggered tube arrangements with tube pitch-
to-diameter ratios between 1.2 and 2.0, the influence of lower 
tubes in a bundle has been shown to increase the heat transfer 
significantly from upper tubes at low heat fluxes due to two-
phase convection effects. At heat fluxes in the fully developed 
nucleate boiling region (>50 kW/m2), the data for all tubes 
within the bundle merge and are representative of single tube 

In some cases, the present authors have had to use their judgment as to 
whether it is bundle factor or bundle effect that is being cited. 
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received by the Heat Transfer Division February 1993; revision received August 
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Editor: V. K. Dhir. 

behavior. Furthermore, these works seem to verify that heat 
transfer behavior at low and high heat fluxes can be predicted 
by interpolation formulas, combining pool boiling and forced 
convection contributions. Similar behavior has also been ob
tained for finned tube bundles (Hahne and Miiller, 1983; Yil-
maz and Palen, 1984; Miiller, 1986). 

There has been a limited amount of work on modified finned2 

and porous-coated tube bundles; the reader is referred to Jen
sen (1988) and Thome (1990) for good reviews in this area. 
For a THERMOEXCEL-E tube bundle, Arai et al. (1977) 
found a significant bundle factor of approximately 1.5 at low 
heat fluxes for three different bundle orientations. At higher 
heat fluxes (> 30 kW/m2) the bundle factor approached unity, 
the data agreeing closely with single THERMOEXCEL-E tube 
data; this earlier transition to single-tube behavior was attrib
uted to domination of convection effects by nucleation at lower 
heat fluxes. For a porous coated surface, Czikk et al. (1970) 
and Fujita et al. (1986) found a bundle factor of unity over a 
wide range of heat fluxes (1-100 kW/m2) and average bundle 
data agreed closely with single-tube data. 

From the above, it is clear that two-phase interactions that 
occur in tube bundles during boiling can be very complex and 
change with heat flux level, fluid properties, tube surface, and 
tube bundle layout. Therefore, it is very difficult to use in
formation from one type of bundle and fluid combination, 
and apply it to a different situation. Instead, a complete range 
of experimental data is needed in the open literature that covers 
various fluids, tube surfaces, bundle layouts, heat fluxes, and 
inlet qualities, so that theoretical models can be formulated 
and appropriately evaluated. This is particularly important in 
the refrigeration industry where new, alternative refrigerants 
and refrigerant-oil mixtures are being proposed. 

For natural convection in bundles, the majority of published 
information is for air (Marsters, 1972; Sparrow and Nietham-
mer, 1981; Sparrow and Boessneck, 1983; Tokura et al., 1983; 
Al-Alusi and Bushnell, 1992). Consequently, there is very little 
information regarding the onset of nucleate boiling in a bundle, 
bundle hysteresis effects, and the influence of surface history 
upon the incipient boiling condition. Marto and Anderson 
(1992) report these effects for a smooth tube bundle using pure 

Modified finned tubes refer to finned tubes that have undergone some ad
ditional machining process, such as rolling, grooving, etc. 

670 / Vol. 116, AUGUST 1994 Transactions of the ASME 

Copyright © 1994 by ASME
Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



AUXILIARY 
HEATERS 

(4 kW EACH) 

-SIMULATION HEATERS 
(4 kW EACH) 

DUMMY TUBE RACK 

Fig. 1 Sectional view of evaporator 

R-113 (pitch-to-diameter (P/D) ratio of 1.2) and found little 
effect of lower heated tubes on upper tubes in this region. 
Furthermore, the presence of heated lower tubes reduced the 
incipient boiling point and accompanying temperature over
shoot of the upper tubes. Inagaki and Komori (1990) report 
natural convection data in water for a bundle of two horizontal 
smooth tubes for P/D ratios between 1 and 7. They obtained 
a maximum enhancement in the upper tube heat transfer at a 
P/D around 3; at a P/D of 1.2, no enhancement was found, 
consistent with that found by Marto and Anderson (1992). 
Unfortunately, no incipient boiling information is presented. 

The present paper is a continuation of work started by Marto 
and Anderson (1992) on a smooth tube bundle. Its purpose is 
to shed further light on the mechanisms that affect bundle 
heat transfer by obtaining data from a bundle of enhanced 
tubes (TURBO-B) in R-113. It emphasizes the influence of 
tube position within the bundle in both the natural convection 
and boiling regions. The data are compared with the smooth 
tube data of Marto and Anderson (1992) and are expected to 
serve as reference data for comparison with other refrigerants 
from bundles of smooth and enhanced tubes. It should be 
noted that R-113 (a CFC) is not a common refrigerant and 
due to environmental concerns, will be completely phased out 
over the next few years. However, because of its convenient 
thermophysical properties, it has been widely used in the two-
phase literature and thus provides a good basis for comparison 
when carrying out fundamental studies. 

Experimental Apparatus 
Full details of the experimental facility can be found in Marto 

and Anderson (1992). Essentially, it consisted of an evaporator 
and condenser arranged to provide reflux operation. The evap
orator, shown schematically in Fig. 1, was fabricated from 
stainless steel plate, 0.61 m in diameter and 0.24 m long. The 

bundle consisted of 15 electrically heated enhanced tubes, which 
were cantilever-mounted from the back wall of the evaporator 
to permit easy viewing along the axis of the tubes through the 
lower of two glass windows mounted on the front. Ten of 
these tubes were active (marked 'A') and contained 1 kW 
heaters; the remaining five were instrumented tubes (marked 
'1 ' through '5') each of which, in addition to 1 kW heaters, 
contained six wall thermocouples. The instrumented tubes were 
located along the centerline of a symmetric, staggered tube 
bundle as shown. Two auxiliary heaters, each capable of 4 
kW, were installed on each side of the test bundle to maintain 
the pool at saturation conditions and to provide system pres
sure control. Five simulation heaters, also capable of 4 kW 
each, were mounted below the test bundle to simulate an ad
ditional 15 active tubes and to provide inlet vapor quality into 
the bottom of the test bundle. Each set of heaters (bundle, 
auxiliary and simulation) could be independently activated us
ing three separate rheostat controllers. 

The bundle also contained a number of unheated dummy 
smooth tubes (marked 'D') that were used to guide the two-
phase mixture through the bundle. Two vertical baffle plates 
were installed to restrict side circulation into and out of the 
bundle. To permit side entry of liquid into the bottom of the 
dummy tube rack, the area adjacent to the simulation heaters 
was left open. Thus, liquid circulation was vertically upward 
Over the test tubes with no net horizontal component. 

The enhanced tubes were made from commercially available 
TURBO-B copper tubing. The surface of the TURBO-B tube 
is made from a regular finned tube, which is then cross-grooved 
and rolled to provide a grid of rectangular flattened blocks 
that are wider than the original fins (see Fig. 2). The tubes are 
supplied in a variety of nominal diameters and (depending on 
the rolling process) size of flattened blocks (sometimes referred 
to as TURBO-B S, M, and L), thus providing differing gap 
widths to suit a particular application. The present tubes were 

Journal of Heat Transfer AUGUST 1994, Vol. 116/671 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TURBO-B ENHANCED 
SURFACE 

TINNED COPPER SLEEVE WITH THERMOCOUPLE GROOVES 

^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

-APPARATUS WALL 

-TUBE SUPPORT BLOCK 

- OUTER O-RING COMPRESSION PLATE 

SOLDERED END CAP 

TEFLON PLUG 

( a ) BUNDLE HEATER TUBE SECTIONAL VIEW 

( b ) THERMOCOUPLE LOCATIONS ALONG COPPER SLEEVE 
HEATED LENGTH 

Fig. 2 Instrumented tube construction 

TURBO-B M and had a diameter to the base of the enhance
ment (root diameter) of 14.2 mm. The thickness of the en
hancement was 0.85 mm, giving a nominal outside diameter 
of 15.9 mm. When calculating heat flux, the root diameter has 
been used. If the surface area had been computed using the 
nominal outside diameter, a 12 percent decrease in heat flux 
would result. The 15 enhanced tubes were arranged in an equi
lateral triangular pitch with a centerline-to-centerline spacing 
of 19.1 mm, providing a pitch-to-outside diameter ratio (P/ 
D) of 1.2. The heated length3 of each tube was 190 mm. 

In measuring boiling heat transfer coefficients, great care 
must be exercised with the cartridge heater and temperature 
measuring instrumentation to ensure good accuracy. Various 
installation techniques have been reviewed by Jung and Bergles 
(1989). Based upon extensive pool boiling data with R-113, 
they concluded that the heat transfer coefficient of a single 
tube in pool boiling is not sensitive to variations in the cartridge 
heater heat flux provided that enough thermocouples (at least 
four) are used to measure an average wall temperature. During 
this investigation, six thermocouples were used in each of the 
instrumented tubes. Figure 2 is a cross-sectional sketch of an 
instrumented tube showing the tube construction (cartridge 
heater, copper sleeve, and test tube) and the location of the 
six wall thermocouples. The fabrication procedure used for 
the enhanced tubes was the same as that used by Marto and 
Anderson (1992) for the smooth tubes; the reader is referred 
to Marto and Anderson for full details. 

Measurements and Procedures 
Vapor temperatures were measured by two thermocouples 

at the top of the condenser and one thermocouple near the 
top of the evaporator. Liquid temperatures were measured by 
three thermocouples, two located close to the free surface of 
the liquid and the third located at the bottom of the pool close 
to the dummy tube rack. During operation, the top two ther
mocouples were located in a frothy, two-phase mixture and 

were considered to be well representative of the saturation 
temperature at the free surface. All measurements were taken 
when all three liquid thermocouples indicated the same tem
perature, i.e., no subcooling in the pool. Full details of the 
experimental procedures are given by Marto and Anderson 
(1992). 

The average outer wall temperature of the instrumented test 
tubes was obtained by averaging the six wall thermocouples 
in the copper sleeve and correcting for the small radial tem
perature drop due to conduction across the copper wall. The 
temperature drop across the solder joint between the copper 
sleeve and the test tube (estimated to be 0.05 mm) was ne
glected. During all the tests, the vapor pressure was kept at 
atmospheric and the liquid level was kept approximately 10 
cm above the top row of tubes. The local saturation temper
ature for each tube in the bundle was then calculated using a 
hydrostatic pressure correction between the tube location and 
the free surface of the liquid (any pressure drop effects due 
to the two-phase flow in the bundle were neglected). For a 
given tube, the average heat flux was calculated by dividing 
the electrical power (after it was corrected for small axial losses 
from each end of the test tube) by the tube surface area (using 
the root diameter of the enhancement). 

During this investigation, nucleate boiling data were ob
tained following two different surface aging procedures.4 With 
the first procedure (surface aging C), the evaporator power 
was secured overnight. The following morning prior to taking 
data, the pool temperature was slowly brought up to saturation 
conditions using the auxiliary heaters; operation of the tubes 
then commenced with increasing heat flux in predetermined 
steps. In this way, boiling incipience and bundle start-up prob
lems could be investigated. The second procedure (surface 
aging D) consisted of boiling the test bundle at 100 kW/m2 

for 30 minutes followed by immediate operation with decreas
ing heat flux in predetermined steps. Once the required heat 
flux in the evaporator had been fixed, the coolant flow through 

'The heaters used were Watlow Firerod heaters, which were continuously 
wound with an 8 in. nominal length and a 7.5 in. actual heated length. 

4Marto and Anderson (1992) used four different aging procedures, A, B, C, 
and D, Although they briefly discussed the results of procedures A and B, all 
the data presented by them were for procedures C and D. 
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the condenser was adjusted to maintain the saturation tem
perature corresponding to 1 atmosphere. It should be noted 
that the liquid recirculation pattern that existed in the evap
orator prior to commencement of each experiment may have 
been affected by the different aging procedures. However, once 
the system was in operation, data were not taken until 10-15 
minutes after start-up. Therefore, most of the recirculation 
variations would have disappeared prior to actually taking 
data. Nevertheless, due to possible variations in the recircu
lation pattern, the uncertainty of the first one or two data 
points taken at very low heat fluxes (following aging procedure 
C) may be larger than the uncertainties stated later in the paper. 

Seven independent tests were conducted for increasing and 
decreasing heat flux. Tests 1 to 5 progressively activated the 
five instrumented enhanced tubes within the bundle (starting 
with only the top tube, i.e., tube 1 active) to see the effect of 
lower heated tubes on the performance of the upper tubes. 
Test number 6, in addition, looked at the effect of activating 
the remaining ten enhanced tubes around these instrumented 
tubes. All these tests were essentially carried out with zero 
quality entering the bottom of the bundle. Test number 7 
included an inlet quality by activating the simulation heaters 
below the bundle. The power to these simulation heaters was 
varied to represent 15 additional active tubes operating at the 
same heat flux as the test bundle. 

Results and Discussion 
All data were obtained with R-113 at a pressure of 1 atm 

over a range of heat fluxes between 1 and 100 kW/m2. During 
increasing heat flux runs, the onset of nucleate boiling was 
observed through the lower viewing window. This "point" 
was defined as the applied heat flux where first nucleation was 
observed on the instumented enhanced tubes. When heat flux 
is plotted versus the wall superheat (defined as the average 
wall temperature minus the saturation temperature), the "in
cipient boiling" condition is indicated by a dramatic change 
in slope since the heat transfer mechanism changes from single-
phase convection to two-phase convection with the activation, 
growth, and departure of vapor bubbles. 

The uncertainty in the experimental data was estimated using 
a propagation of error analysis. The uncertainty in the wall 
superheat was dominated by the uncertainty in the wall tem
perature measurements. At each operating point, the values 
of the six wall thermocouples were recorded and compared to 
examine variations in wall temperature caused either by non-
uniformities in the cartridge heater coils or by the test tube 
soldering and assembly procedure. This problem has been ex
plored in more detail by Wanniarachchi et al. (1986). The 
maximum variation of the six measured wall temperatures was 
1.8°C at the maximum heat flux (=100 kW/m2) and 0.4°C 
at the minimum heat flux (=1 kW/m2). This variation ap
peared to be random and independent of thermocouple ori
entation and was probably caused by the tube soldering process. 
The uncertainty in the saturation temperature was estimated 
to be 0.1°C. These variations in wall temperature and satu
ration temperature created an estimated uncertainty in the wall 
superheat of ±0.9°C at high heat fluxes and ±0.2°C at low 
heat fluxes. For the heat flux, the uncertainty depends on the 
current and voltage measurements (which decrease relatively 
with increasing values) as well as the tube surface area meas
urement (which remains constant). The corresponding uncer
tainty in the measured heat flux was estimated to be 5 percent 
at low heat flux decreasing to 1.5 percent at high heat flux. 

Throughout this investigation, the instrumented tubes lo
cated along the centerline of the tube bundle were numbered 
consecutively from the top downward as tubes 1, 2, 3, 4, and 
5, respectively (Fig. 1). It was mentioned earlier that when 
using aging procedure C, the pool was slowly brought up to 
saturation conditions using the auxiliary heaters; these auxil-
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JUNG AND BERGLES ( 1 9 8 9 ) 

(SINGLE T U R B O - B TUBE) 
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Fig. 3 Tube 1 operating alone with increasing heat flux (aging proce
dure C) 

iary heaters had to remain on throughout certain tests (with 
low numbers of activated tubes in the bundle) in order to 
maintain saturation conditions in the pool. It was found that 
the value at which the power to these auxiliary heaters was set 
significantly affected the data in the natural convection region: 
the higher their power setting, the higher the heat transfer. 
This is presumably due to the greater buoyancy-induced cir
culation from the auxiliary heaters enhancing the flow velocity 
across the tubes. Therefore, to eliminate any uncertainty due 
to their activation, all tests reported here were conducted with 
the auxiliary heaters set at 1 kW. The effect of the auxiliary 
heaters are discussed more fully by Memory et al. (1992) and 
Cerza et al. (1993). 

Figure 3 shows the data for tube 1 operating alone as a single 
tube (test 1), during increasing heat flux (aging procedure Q. 
Typical uncertainty bands for both q and AT are included at 
low and high heat fluxes; it can be seen that the uncertainty 
in A7Ms the more significant, especially at low heat flux. Also 
shown are the data of Marto and Anderson (1992) taken on 
the same apparatus for a smooth tube operating alone. In the 
natural convection region, both sets of data have the same 
slope, but the TURBO-B data indicate a significant increase 
in the heat transfer coefficient. This is probably due to the 
auxiliary heater settings, which were not carefully controlled 
in the experiments of Marto and Anderson (1992) and can 
significantly affect this region. The point of incipience occurs 
at a similar value of heat flux (= 7 kW/m2) for both types of 
tube and both sets of data demonstrate a significant temper
ature overshoot of about 7°C. In the boiling region, the 
TURBO-B tube yields a heat transfer coefficient three to four 
times that of the smooth tube, the enhancement decreasing as 
heat flux increases. 
• The increasing heat flux data of Jung and Bergles (1989) for 
pool boiling of a copper TURBO-B tube5 in R-113 at 1 atm 
(100 mm heated length, 19.1 mm nominal outside diameter, 
18 mm root diameter) are also included in Fig. 3 for compar
ison. Their data indicate no temperature overshoot, probably 
due to the different surface aging procedure used. Their tube 
was preboiled at a heat flux of 30 kW/m2 for 30 minutes and 

5The data of Jung and Bergles (1989) are also for the TURBO-B M tube. 
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Fig. 5 Tube bundle operating with no simulation heaters with increas
ing heat flux (aging procedure C) 

then deactivated until the thermocouples recorded the satu
ration temperature of the pool (length of time not given), 
indicating that the pool was not allowed to subcool overnight, 
in contrast to the present tests. Clearly, then, in addition to 
variations in local flow conditions, the incipient boiling char
acteristics depend upon the active site distribution on the boil
ing surface, which in turn depends upon the immediate past 
history of the heating surface and the temperature of the sur
rounding pool. In the fully developed nucleate boiling region, 
both sets of data are in reasonably good agreement. The small 
differences seen may be due to the presence of the closely 
packed bundle and the vertical baffle plates, generating a dif
ferent liquid circulation pattern over tube 1. 

Figure 4 shows the results for tubes 1 and 2 operating si
multaneously (test 2), during increasing heat flux. The natural 
convection data of tube 1, compared to the data in Fig. 3 when 
operating as a single tube, show that there appears to be little 
influence of the lower heated tube (tube 2) upon the heat 
transfer of the upper tube (tube 1). However, the natural con
vection heat transfer coefficient for the lower tube is less than 
the upper tube. This behavior is exactly the same as that re
ported by Marto and Anderson (1992) for smooth tubes and 
may be due to expansion of the flow after it leaves the tightly 
packed bundle, i.e., there are differences in the velocity and 
temperature fields in the wake region of a heated tube within 
the bundle compared to those of a heated tube at the top of 
the bundle. 

Figure 4 also shows that the incipient boiling heat flux is 
reduced to about 5 kW/m2 for both tubes, although tube 2 
shows an irregular nucleation process until higher heat fluxes 
are reached. This irregular behavior has been observed by 
Wanniarachchi et al. (1987) during boiling of R-114 from a 
single enhanced tube containing numerous nucleation sites. 
They attributed this behavior to incomplete nucleation along 
the boiling surface due to nonuniform heat flux or nonuniform 
cavity openings. Tube 1 displays a slightly smaller characteristic 
temperature overshoot (about 6°C) than shown in Fig. 3. Once 
fully boiling, tube 2 agrees very closely with tube 1 but with 
a slightly lower heat transfer coefficient. 

In the natural convection region, similar behavior was also 
seen with three heated tubes (test 3), i.e., no apparent influence 
on tube 2, similar to that reported by Marto and Anderson 
(1992) for a smooth tube bundle. However, lower heated tubes 
do seem to influence the point of incipience, such that all three 
tubes partially nucleated at a lower heat flux (3 kW/m2). This 
suggests that it is the lowest active tube in the bundle that first 
nucleates, which then "triggers" the tubes above, probably 
due to the increased activity within the pool caused by bubbles 
from below impinging on the upper tubes. In the fully devel
oped nucleate boiling region, all three tubes exhibited similar 
behavior, with a decrease in heat transfer as one moves down 
the bundle. Similar results were also obtained when tubes 4 
and 5 were activated (tests 4 and 5). 

Figure 5 shows the behavior of tubes 1 through 5 when all 
15 active tubes are heated as a bundle (test 6). In the natural 
convection region, tube 1 still exhibits a lower wall superheat 
than the other heated tubes. The main effect of having heated 
tubes around the five instrumented tubes is to reduce the heat 
flux at which incipience first occurs. The transition from nat
ural convection to full nucleation for all five instrumented 
tubes occurs over a range of heat flux from 3 kW/m2 to 16 
kW/m2 with the top tube reaching full nucleation first, fol
lowed by the other tubes in order down the bundle; however, 
this transition becomes more "erratic" as one moves down 
the bundle, i.e., lower tubes partially nucleate as they are 
affected by the nucleation of other tubes. In the fully developed 
boiling region, there is a small effect of tube position. Figure 
6 shows the additional effect of including the simulation heaters 
below the bundle (test 7). The added inlet quality causes both 
the point of incipience and the temperature overshoot to de
crease further for all five instrumented tubes; the top tube now 
starts nucleating at a heat flux of 1.5 kW/m2 and has a tem
perature overshoot of only 1.5°C. Again, the data show that 
transition to full nucleation occurs in order down the bundle. 

Due to the way in which the tubes were individually man
ufactured, making too many direct comparisons between data 
taken on different tubes can lead to misinterpretation. Of more 
validity is what happens to the top tube as successive tubes 
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Fig. 6 Tube bundle operating with simulation heaters with increasing 
heat flux (aging procedure C) 
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Fig. 8 Tube 1 operating alone with decreasing heat flux (aging pro
cedure D) 
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Fig. 7 Tube 1 operating for all seven tests with increasing heat flux 
(aging procedure C) 

below it are activated. Figure 7 shows these data for tube 1 
during all seven tests. In the natural convection region, it can 
be seen that the successive activation of lower tubes slightly 
enhances the performance of the top tube, as discussed above. 
There is also slight enhancement evident in the boiling region, 
larger than that reported by Marto and Anderson (1992) for 
a smooth tube bundle, indicating that the bubbles from a lower 
tube impacting on an upper tube still have an enhancing effect 
at these high heat fluxes. This is discussed in more detail below. 

In the region between natural convection and fully developed 
nucleate boiling, Fig. 7 shows that the heat flux at which the 
incipient point occurs decreases steadily from 7 kW/m2 for 
test 1 to 1.5 kW/m2 for test 7. Furthermore, the temperature 
overshoot decreases from 7°C for test 1 to 1.5°C for test 7. 
These results seem to substantiate the idea that lower tubes 
"trigger" earlier nucleation on upper tubes. From a theoretical 
consideration of boiling incipience from an isolated surface 
(Hsu, 1962; Han and Griffith, 1965; Howell and Siegel, 1967), 
one may expect a lower incipient heat flux for an enhanced 
tube due to the high density of relatively large, uniform active 
cavities present on such a surface. This has been experimentally 
verified for single tubes by Memory and Marto (1992). How
ever, comparison of the present work with that of Marto and 
Anderson (1992) shows that incipience occurs at a similar heat 
flux for both types of surface for all except test 7. This may 
be an indication that the flow velocities induced by the closely 
spaced tubes in the bundle are more important in the initiation 
of boiling than the cavity size. 

For test 7, the data of Marto and Anderson (1992) show 
that for a smooth tube bundle, the presence of two-phase flow 
at the entry of the bundle (with a quality greater than zero) 
eliminates all evidence of temperature overshoot. This is in 
contrast to the present enhanced tube data, where there is still 
a small temperature overshoot for test 7. This difference in 
behavior between a smooth and enhanced tube (when both are 
influenced by two-phase flow at entry to the bundle) has also 
been found for a simple smooth and enhanced two-tube array 
by Memory et al. (1993). They found that for a smooth tube 
in natural convection, two-phase convection effects from be
low enhance the heat transfer to values similar to that of a 
nucleating smooth tube, hence eliminating all evidence of tem
perature overshoot. For an enhanced tube in natural convec
tion, two-phase convection effects from below also enhance 
the heat transfer to values similar to that of a nucleating smooth 
tube. For decreasing heat flux, there is added heat transfer 
(due to the larger number of active nucleation sites) and thus 
temperature overshoot is never completely eliminated. 

Figure 8 shows the data for tube 1 operating separately as 
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Fig. 9 Tube bundle operating with simulation heaters with decreasing 
heat flux (aging procedure D) 

a single tube (test 1) for decreasing heat flux (aging procedure 
D). Uncertainty bands for ATare again shown, indicating that 
care must be taken when interpreting results at low heat flux. 
When compared to Fig. 3 (increasing heat flux), the data show 
very good agreement at high heat fluxes and a definite hys
teresis pattern at low heat fluxes. Also shown on Fig. 8 are 
the decreasing smooth tube data of Marto and Anderson (1992) 
for test 1 (taken on the same apparatus) and the decreasing 
single tube TURBO-B data of Jung and Bergles (1989). It can 
be seen that the two sets of TURBO-B data are in good agree
ment and both provide enhancements in the heat transfer coef
ficient of between 3 and 4 over the whole range of heat flux. 
For tests 2 to 5, the lowest active tube in the bundle always 
behaved just like tube 1 in Fig. 8 since there is no bubble 
impingement from below. The tubes above, however, were 
shifted to the left, indicating improvement in heat transfer due 
to the two-phase activity from below. 

Figure 9 shows data for the whole bundle in operation plus 
the simulation heaters (test 7) for decreasing heat flux. From 
a comparison with Fig. 8, it is clear that the wall superheat of 
tube 1 has been significantly reduced by the presence of the 
activated bundle at all heat fluxes, improving heat transfer 
performance and indicating a definite bundle effect. Figure 10 
shows the data for tube 1 only for all seven tests during de
creasing heat flux. This figure demonstrates the bundle effect 
more clearly, having a value of about 1.4 at high heat fluxes, 
increasing to over 2 at low heat fluxes. When the data in Fig. 
10 are compared to those in Fig. 7, it is clear that the decreasing 
heat flux data agree very well with the increasing heat flux 
data taken in the fully developed nucleate boiling region. 

Marto and Anderson (1992) found similar bundle effects for 
a smooth tube bundle at low heat fluxes and attributed them 
to two mechanisms as postulated by Cornwell (1989). The first 
of these is due to local liquid forced convection, which is more 
important for smooth and finned tubes. The second is due to 
bubbles from lower tubes impinging on the upper tubes causing 
additional turbulence in the superheated liquid boundary layer. 
In addition, these bubbles can "trap" an evaporating micro-

AT/(K) 

Fig. 10 Tube 1 operating for all seven tests with decreasing heat flux 
(aging procedure D) 

layer between the heated surface and sliding bubble, creating 
very large heat transfer coefficients. One may expect this effect 
to be greater for an enhanced surface due to the higher number 
of active sites at low heat fluxes creating more bubble activity 
from below. However, this may be offset by greater nucleation 
from the surface itself, such that the added heat transfer from 
the effect of bubbles from below might be relatively small for 
an enhanced surface when compared to a smooth surface. A 
third mechanism that could further increase heat transfer when 
large sliding bubbles are present is secondary nucleation. Mes-
ler and Mailen (1977) found that when a bubble bursts through 
a thin liquid film (such as an evaporating microlayer), many 
new bubbles grow from that location due to entrained vapor 
nuclei created from the bursting process. This mechanism would 
tend to be more important for an enhanced surface due to the 
higher active site density. It is hard to conjecture which of 
these mechanisms are dominant for the TURBO-B bundle at 
low heat fluxes, except to say that the behavior is probably 
bubble rather than convection related. 

Table 1 summarizes the bundle factor for the smooth and 
TURBO-B tube bundles at three nominal heat fluxes: bundle 
factor here is not calculated using isolated single tube data, 
but single tube data taken from test 1. The average bundle 
heat transfer coefficient is averaged for all five instrumented 
tubes during test 7. The smooth tube bundle data are from 
Anderson (1989) taken on the same apparatus under similar 
conditions. It can be seen that at low heat fluxes, the TURBO-
B surface provides a bundle factor of 1.61. This is very similar 
to the smooth and THERMOEXCEL-E tube bundle factors 
found respectively by Anderson (1989) and Arai et al. (1977). 
However, unlike these authors, who found that bundle op
eration gave no increase in bundle performance for heat fluxes 
greater that about 30 kW/m2, the present data for TURBO-
B still exhibit a bundle factor of 1.22 even at the highest heat 
flux of 100 kW/m2. The present data are also contrary to the 
porous coated bundle data of Czikk et al. (1970) and Fujita 
et al. (1986) who essentially obtained a bundle factor of unity 
over the whole range of heat flux tested. It seems, therefore, 
that the mechanisms mentioned above may differ somewhat 
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Table 1 Comparison of TURBO-B and smooth tube bundles 

Heat Flux/ (kW/m2) 

Smooth Bundle 

Testl 

Test 7 

Bundle Factor(a) 

TURBO-B Bundle 

Testl 

Test 7 

Bundle Factor(a) 

Enhancement 

(Test 7)<b) 

Heat-Transfer Coefficient/(W/m2K) 

1.5 

488 

790 

1.62 

2263 

3654 

1.61 

4.6 

10 

1511 

1782 

1.18 

5279 

8010 

1.52 

4.5 

100 

4658 

4670 

1.00 

13770 

16770 

1.22 

3.6 

(a) Bundle factor is defined in the Introduction 

(b) Enhancement is defined as ratio of the average heat-transfer coefficient 

of the TURBO-B bundle to that of the smooth bundle. 

for the porous-coated surface when compared to other types 
of structured surface (THERMOEXCEL-E and TURBO-B) at 
low heat fluxes. 

Also given in Table 1 are the average bundle heat transfer 
enhancements that are obtained if one replaces the smooth 
bundle with the TURBO-B bundle at the same three heat fluxes 
under otherwise identical conditions. It can be seen that a 
TURBO-B tube bundle enhances the overall heat transfer coef
ficient by a factor of 4.6 at low heat fluxes, dropping to 3.6 
at high heat fluxes (it must be remembered that there is greater 
uncertainty in the data at low heat flux). If one compares these 
values with that for a single tube within the bundle, then at 
low heat fluxes, the enhancements are the same. At high heat 
fluxes, however, the average bundle enhancement of 3.6 is 
greater than the single tube enhancement (3.0), restating the 
fact that the effect of active tubes below is greater for the 
enhanced tube bundle than for the smooth tube bundle. 

The present results confirm that, in general, a bundle factor 
should be used in the design of flooded evaporators and that 
the use of single tube data will be conservative. This bundle 
factor will, however, depend upon the type of boiling surface 
used, the operating heat flux and, of course, the working fluid. 

Conclusions 
Nucleate pool boiling data of R-l 13 at atmospheric pressure 

were obtained using a small bundle of TURBO-B copper tubes. 
The data were obtained for both increasing and decreasing 
heat flux. Based upon the results pertaining to this particular 
bundle and apparatus, the following conclusions may be made: 

1 The effect of auxiliary heaters (to aid experimentation) 
can be significant in the natural convection region and 
must be carefully accounted for. 

2 In the natural convection region, heated lower tubes do 
not have much influence on heat transfer from upper 
tubes. 

3 The presence of heated lower tubes in a bundle reduces 
the incipient boiling heat flux and the accompanying 
temperature overshoot for upper tubes. 

4 During nucleate boiling, the presence of heated lower 
tubes improves the average bundle heat transfer coef
ficient at all heat fluxes, from 60 percent at low heat 
flux to 22 percent at high heat flux. This leads to a bundle 
factor that should be included in the design of flooded 
evaporators. 

5 When compared to a smooth tube bundle under similar 
conditions, enhancements in the average bundle heat 
transfer coefficient of 4.6 and 3.6 were obtained at low 
and high heat fluxes, respectively. 
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Critical Heat Flux Limits for a 
Heated Surface Impacted by a 
Stream of Liquid Droplets 
An experimental apparatus has been constructed to allow investigation of heat 
transfer from a horizontal, upward facing, heated surf ace impacted by streams of 
monodisperse water droplets of varying size and impact frequency. Droplet diameters 
between 2.3 and 3.8 mm were used, with drop frequencies varying from 2 to 15 
droplets per second. The droplet impact velocity was 1.3 m/s. Critical heat flux, 
surface superheat, droplet size, and frequency were the primary measured data. 
Heat fluxes as high as 325 W/cm2 were achieved with wall superheats of only 24° C. 
The liquid film thickness produced upon droplet impact is shown to be a key factor 
in these experiments, and the importance of investigating the wetted area is high
lighted. The effectiveness of droplet impact cooling using droplets with diameters 
on the order of millimeters is shown. 

I Introduction 
Droplet impact cooling is a promising technology with po

tential applications in high-power solid state electronics, ma
terials processing, aerospace flight, and energy conversion. 
Droplet impact cooling involves heat transfer from a thin liquid 
film coupled with the dynamics of formation and stability of 
such a film. Experimental investigation is necessary since evap
oration and boiling heat transfer even under simpler conditions 
is incompletely understood and the introduction of droplet 
dynamics and the influences of the surface greatly complicate 
the process. The experimental research described in this paper 
was undertaken as a contribution toward better understanding 
of droplet impact cooling. 

Droplet impact cooling experiments can be broadly divided 
into two categories: those producing a sprayed mist from a 
nozzle, such as an atomizer, and those producing a mono
disperse stream of droplets that impact a fixed region of the 
heated surface one droplet at a time. Fundamentally, sprays 
and streams of droplets are closely related and either one can 
produce a thin liquid film on a heated surface. In either case, 
droplet diameters can range from below 40 ^m (Tilton and 
Chow, 1987) to above 5 mm (Toda, 1974). 

In an early set of studies (Toda and Uchida, 1970; Toda, 
1972,1974), experimental, analytical, and statistical studies on 
droplet impact cooling were conducted. Models for droplet 
spreading on impact and the critical film thickness below which 
nucleate boiling would be suppressed were developed. A model 
combining experimental parameters, analytical work, and sta
tistical droplet size and velocity distributions was developed 
to predict the heat fluxes of spray cooling. Heat fluxes of up 
to 400 W/cm2 were experimentally observed for water sprayed 
onto a polished metal surface. 

Bonacina et al. (1975, 1979) conducted two series of exper
iments using water sprays. The second series used smaller drop
lets, thinner films, and produced higher heat fluxes (up to 215 
W/cm2). The fraction ofthe heated surface wetted by the spray 
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for the highest flux was only 20 percent. A correlation to predict 
the wetted surface fraction was developed. 

Inada et al. (1983) conducted a combined experimental and 
numerical investigation of post-CHF droplet impact cooling 
with water at various temperatures. The heat flux during the 
brief contact time (10 to 15 ms) with the heated surface was 
computed to be as high as 4000 W/cm2. The time-averaged 
heat flux would be considerably lower. 

Valenzuela et al. (1986, 1987) conducted experimental stud
ies with a single stream of droplets produced by an ink jet 
printer head producing small, fast droplets. Heat fluxes of 320 
W/cm2 and heat transfer coefficients of 9 W/cm2oC were 
found. 

Tilton and Chow (1987) and Pais et al. (1989) conducted 
experimental investigations of droplet impact cooling, using a 
spray of water from a variety of nozzles. The velocity, mean 
diameter, and frequency of droplets impacting the surface were 
found to be key characteristics of droplet impact cooling. Heat 
fluxes of 1180 W/cm2 were obtained at wall superheats of only 
20°C. The resulting heat fluxes were compared with the much 
lower values reported by Bonacina et al. (1979) and Toda 
(1972). Pais et al. (1989) postulated that the lower heat fluxes 
obtained by Bonacina et al. could be due to the lower velocity 
and smaller droplet diameters causing a large fraction of the 
water droplets to be entrained by the counterflowing vapor 
before reaching the heated surface, resulting in the large dry 
surface fractions reported. The higher droplet velocity of To-
da's experiments was believed to have led to a large fraction 
of the water rebounding away from the heated surface. 

While this review demonstrates that considerable work has 
been accomplished in the past, most of the work has concen
trated on sprays and streams of submillimeter droplets, which 
produce extremely thin films, or on wall temperatures above 
the CHF temperature. The current investigation focuses on 
the use of much larger liquid droplets and demonstrates the 
possibility of obtaining sustained, reasonably high heat fluxes 
with thicker films at moderate wall superheats. 

2 Experimental Apparatus 
An experimental apparatus was designed to examine the heat 
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Fig. 1 Experimental setup in pressure vessel. 1: nickel surface, 2: PTFE 
seal, 3: stainless steel cover sheet, 4: water-resistant insulation boards, 
5: high-temperature fiber insulation (with PTFE wrap), 6: copper cylinder, 
7: heater rings, 8: ball valves for vacuum sealing, 9: heated fluid reservoir, 
10: pump, 11: recirculation control valve, 12: heated 1/4 in. stainless steel 
tubing and coupled fittings, 13: flow control valve, 14: flow meter, 15: 
insulated 1/4 in. tubing, 16: speaker, 17: dropper assembly, 18: needle 
and droplet, 19: light switch (coupled LED and phototransistor). Close 
up of cylinder top and side view in lower right corner, dimensions in 
mm. 

flux characteristics of droplet impact cooling at various droplet 
diameters and impact frequencies. The equipment can be di
vided into three systems: the heat transfer surface, the fluid 
delivery system, and the instrumentation. A schematic diagram 
of the experimental apparatus is shown in Fig. 1. 

2.1 Heat Transfer Surface. The heat transfer surface is 
the nickel-plated end of a 21-cm-long, 3.8-cm-dia. heated cop
per cylinder (Fig. 1). The lower region of the cylinder is sur
rounded by ring-shaped electrical heaters. The input voltage 
can be varied by an autotransformer to provide power levels 
between 0 and 900 W. An electronic temperature controller is 
used to deactivate the heaters when the surface temperature 
exceeds a preset value. The cylinder is well insulated in the 
radial and downward directions so that heat would be removed 
from the exposed upper surface. Calorimetric tests have shown 
the overall performance of the insulating system to be excellent, 
limiting the heat loss through the insulation to 20 W for a 
typical experiment with 330 W power input. 

The upper part of the cylinder is reduced to a 1.52 cm 
diameter to attain a higher heat flux at the tip for the same 
power input. The last 0.254 cm of the upper part tapers to the 
final tip diameter of 1.42 cm. The final taper provides a seal 

Nomenclature 

Adjusted CHF = critical heat flux based on wetted area, 
w/cm2 

d = droplet diameter before impact, cm 
D = droplet diameter after impact, cm 

dps = droplets per second 
Re = Reynolds number = pvd/n 

Surf. Avg. CHF = critical heat flux based on total tip 
area, W/cm2 

v = droplet velocity, m/s 

with a 0.318 cm thick polytetrafluoroethylene (PTFE) disk 
pressed onto the cylinder. The PTFE disk prevents water from 
leaking down to the sides of the copper cylinder and is bolted 
to a stainless steel cover sheet. 

2.2 Fluid Delivery. A recirculating coolant system has 
been designed to allow operation as a sealed system (Fig. 1). 
Distilled water has been used in all experiments. Stainless steel 
is used for all metal components in contact with the water. 
The water is recirculated to the dropper by a magnetically 
coupled gear pump. The flow rate is controlled by means of 
a needle valve and is measured by a rotameter. Experiments 
with preheated water droplets makes use of resistance heaters 
surrounding the reservoir and lower sections of the piping. 

Water flows out of a needle, forms a droplet, and falls to 
the surface 9 cm below when its weight is enough to break it 
free. A free fall to the heated surface below results in a droplet 
impact velocity of 1.3 m/s. Standard press fit stainless steel 
hypodermic needles 1 to 2 cm long are used. The three needles 
used (17, 19, and 22 gage) give a reasonably broad range of 
droplet diameters and corresponding film thickness after im
pact. Table 1 gives the dimensions of the needles used and the 
corresponding ranges of experimental variables. 

Experimental measurements of volumetric flow and droplet 
frequency were used to provide calibration curves of droplet 
diameter as a function of droplet frequency. 

In addition to the unassisted, gravity-generated droplet 
streams, the apparatus is designed to produce liquid droplets 
at higher frequencies. An audio speaker coil is mounted so 
that it can vertically vibrate the dropper assembly, forcibly 
breaking off the droplets before the weight of the droplet alone 
would have overcome the surface tension forces. 

The falling droplets pass through a light switch, a coupled 
LED and phototransistor pair, and impact the heated surface 
below. 

2.3 Instrumentation. The cylinder is instrumented to 
provide accurate measurements of the upward heat flow rate 
(i.e., average surface heat flux) and surface temperature. Meas
urements are also made of the fluid flow rate and droplet 
frequency so that the average droplet diameter can be deter
mined. K-type thermocouples measure the copper cylinder tem
perature at three axial positions below the heated surface (see 
inset to Fig. 1). The temperature readings of three thermo
couples are averaged to obtain the temperature at each of the 
three levels. The temperature gradient between the two levels 
closest to the exposed hot surface is used to determine the 
upward heat flow rate, and hence the surface heat flux; it is 
also extrapolated to determine the surface temperature. The 
gradient between the second and third level thermocouples was 
used to check the uniformity of the heat flux through the upper 
region of the copper cylinder, which would not be uniform if 
water were leaking past the PTFE seal. Both the surface heat 
flux and surface temperature are time and area averaged; con
sequently, the data could not show temperature variations 
during the course of a single droplet evaporation or radial 
temperature differences of the hot surface. 

We 

0 
Mdrop 

Mwall 

P 
a 

= Weber number of the liquid 
drop = pv2d/a 

= droplet spreading ratio = D/d 
= dynamic viscosity of liquid at satura

tion temperature, Ns/m2 

= dynamic viscosity of liquid at wall tem
perature, Ns/m2 

= liquid density, g/cm3 

= surface tension, g/s2 
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Two thermocouples in contact with the upper and lower 
parts of the copper cylinder are used to calculate the heat 
storage term of the heat balance. The change in temperature 
over time, combined with each region's mass and heat capacity, 
was used to calculate the rate of change of internal energy for 
the cylinder. 

The temperature at a specified radial position within the 
insulation is measured to allow calculation of heat losses using 
an experimentally determined overall heat conductance of the 
insulation. Power input is measured by an electromechanical 
wattmeter; as a backup, the power is also measured by digital 
meters monitoring current and voltage across the heaters. 

The temperature of the feedwater is measured in the res
ervoir, leaving the flow meter, and at a point immediately prior 
to entry into the dropper assembly. The mass flow rate of the 
water is measured by a calibrated rotameter. For the unassisted, 
gravity-generated droplet streams, the droplet rate, together 
with the calibration curves, can be used to determine the vol
umetric flow rate and droplet diameter. Each droplet passes 
between the coupled LED and phototransistor, producing a 
trace on a storage oscilloscope. The uniformity of the droplet 
rate during the course of a test can be visually monitored, while 
the droplet rate itself is manually recorded. 

A PC-based data acquisition system was used to collect and 
record the data. Temperatures can be recorded every three 
seconds; the recorded temperature consists of an average of 
30 readings. Power input, heat storage in the cylinder, heat 
leakage through the insulation, and heat flow through the tip 
are all monitored or computed online throughout the experi
ment. 
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Fig. 2 Flux measurements during the course of a 19 gage, 9 drop per 
second test (data points correspond to 3 second intervals) 

3 Experimental Procedure 
In a typical experiment, a stream of droplets of controlled 

size and frequency impacts the hot surface as the copper cyl
inder is slowly allowed to heat up, resulting in gradually in
creasing surface temperatures and heat fluxes until CHF is 
reached. Typically, the pump is turned on and the flow rate 
is adjusted until the droplet frequency reaches the desired value 
for the needle size being used. The heater is then energized; 
power is set at a value slightly higher than the expected heat 
flow rate at CHF. Setting the power to match the expected 
CHF power allows the experiment to approach CHF slowly. 
The surface temperatures obtained by this procedure prior to 
reaching CHF have been shown to match those obtained using 
steady-state tests at the corresponding heat fluxes (Carson, 
1991). A typical plot of heat flux versus surface temperature 
obtained during a test run is shown in Fig. 2. 

Data collection starts when the surface temperature rises 
above 100°C, and proceeds at 3 second intervals. The coolant 
flow rate and droplet frequency are checked periodically and 
logged on the data acquisition computer. Given that typical 
wall temperatures at CHF are less than 150°C, the electronic 
temperature controller is set to interrupt the power to the 
heaters when the top level thermocouples reach 180°C. After 
CHF, the temperature at the surface rises to the average copper 
cylinder temperature, typically around 250°C. The tip can be 
rapidly cooled with a high-velocity jet of water, which reduces 
the surface temperature to around 140°C in less than a minute; 
at that time the jet is cut back to a stream of droplets. When 
the surface temperature drops below 100°C, the experimental 
apparatus is ready for the next run. 

The primary data resulting from a single CHF run are the 
heat flux and temperature at the CHF condition, along with 
the corresponding droplet frequency and mass flow rate. The 
average droplet diameter is calculated from the known flow 
rate and frequency. The critical conditions are extracted from 
a plot of heat flux against wall superheat during the CHF run 
(Fig. 2); the highest flux value is selected as the critical heat 
flux. 

3.1 Error Analysis. Errors in the measured temperature 
values are dominated by the roundoff error of the analog to 
digital converters. Errors of 0.1°C result from the conversion. 
Errors in surface temperature and heat flux are caused by errors 
in the measured temperatures as well as uncertainties in the 
thermocouple locations. The thermocouples measuring the 
temperature gradient are inserted into holes with a diameter 
of 0.127 cm. The thermocouple junctions fit snugly into the 
holes; the error in location is estimated to be less than one 
tenth the diameter, or 0.0127 cm. A constant thermal con
ductivity for copper at 100°C was used to calculate the heat 
flux. The error in conductivity should be less than 0.02 W/ 
cm°C, based on the expected range of temperatures for the 
various experiments. Treating these as independent errors, the 
expected error in the calculated heat flux can be estimated to 
be ±2.9 percent by error propagation analysis. The error in 
tip temperature is approximately ±2°C; in both cases the error 
is dominated by the uncertainty of the position of the ther
mocouples. 

The presence of the thermocouple holes causes the measured 
heat flux to be slightly higher than the true flux. The temper
ature profile is not linear due to the area restrictions caused 
by the thermocouple holes themselves. Ignoring conduction 
across the thermocouple beads, the corresponding bias in the 
measured heat flux values for all experiments was found to be 
less than 0.5 percent. Due to the small magnitude of the bias, 
the data were not adjusted. 

The droplet rate is observed on a storage oscilloscope, to 
within ± 3 percent accuracy. During the course of a CHF run, 
the droplet rate may change slightly; therefore, the final value 
corresponding to the drop rate during the critical heat flux 
transition is the one recorded. 

A heat balance was conducted for all experiments. For the 
case shown in Fig. 2 (19 gage, 9 dps) the power input is 276 
W. The calculated heat flow through the tip of the cylinder is 
151 W; the rate of heat loss through the insulation is 15 W, 
while the rate of heat storage in the copper is 90 W. The 
difference between the observed power input and output, 7 
percent, is on the same order as the expected error; conse-
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Fig.4 Surface'averaged critical heat flux versus surface·averaged mass
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Fig.3 Evaporation sequence of a single droplet from the 22 gage needle
running at 5 dps

quently the error analysis and calorimetric tests were consist
ent.

4 Results and Discussion
Experiments were done with needles of three gages: 17, 19,

and 22 gage. The 22 gage needle had the smallest diameter,
producing the smallest droplets and the thinnest films. One
set of experiments was performed with the 17 gage needle and
water preheated to 50°C, while all others were done with water
at 20°C.

During the course of a test run, the heat flux and surface
temperature are gradually increased until CHF is reached. At
heat fluxes well below CHF, the impacting droplet spreads
uniformly over a portion of the heated surface, removing heat
primarily by evaporation from the surface of the water with
no signs of nucleate boiling. As the critical heat flux is ap
proached, the center region of the liquid film becomes white
in appearance, apparently due to nucleate boiling, and appears
to form a thicker region at the impact site. During this same
time period, the outer region of the wetted area remains as a
thin liquid film, and continues with evaporation from the sur
face. Figure 3 contains a series of video images taken with a
CCD camera at 425 frames/s, which illustrates the droplet and
liquid film behavior near CHF. In transition to post-CHF, the
thin film extending beyond the thicker region of the film pulls
back into the center, reducing the wetted area and the region
of thin film evaporation. Beyond the critical heat flux, possible
film boiling under the droplet quickly separates the liquid from
the solid. After this cooling crisis, the heat flux drops, surface
temperature rises, and the water wanders off the edge of the
hot surface without making significant contact with the heated
surface. .

The critical heat fluxes were found to occur at wall super
heats ranging from 25 to 45°C. The wall superheats tended to

increase with both droplet diameter and impact frequency. The
critical heat flux was found to be almost independent of droplet
size for a fixed flow rate, as shown in Fig. 4.

The raw data, as shown in Fig. 4, may not reveal the details
of the heat transfer processes taking place. Radiative and con
vective heat transfer from the dry portions of the heated surface
are small compared to the phase change heat transfer of the
wetted regions of the surface; consequently the heat flux of
interest is the heat flux across the actual wetted area, not the
average over the entire heated surface. Visual observations
show that, upon impact, droplets from the 17 gage needle
spread to cover almost the entire surface, while the smaller
droplets produced by the other needles do not cover the entire
surface. For the 22 gage needle, the smallest diameter, as little
as one third of the surface is wetted by the initial impact of
the droplet. This situation dictates that the heat flux based on
the wetted area should be a more useful quantity, as shown
in subsequent paragraphs.

Our experiment does not measure the transient wetted area
online; instead a model predicting the ratio of the diameter of
the wetted area and that of the impacting droplet has been
used. Kurabayashi et al. (1967) developed an equation to pre
dict the droplet spreading ratio, (3, as a function of Weber
number and Reynolds number. This equation was later mod
ified by Yang (1975), and may be expressed as follows:

! We =l (32 [1 + 3 We (l-'-.droP)O.14 ((321n (3 _ (32 -1)J - 6.
2 2 Re I-'-wall 2

(1)

The spreading ratios predicted by Eq. (1) were compared to
experimental measurements by Valenzuela et al. (1986), and
found to be accurate. The general range of spreading ratios
agrees with those of Toda (1974). The spreading ratios also
agree with wetted areas observed in the high-speed video se
quence of Fig. 3. The ranges of Weber numbers for the ex
periments conducted are given in Table 1. Visual observations
indicate that for the range of variables used in this investi
gation, the droplets do not fragment upon impact with the
heated surface.

Using Eq. (1), the heat flow rate per unit wetted area, the
adjusted CHF, can be computed and the mass flow rate per
unit wetted area, the adjusted mass flux, can also be deter
mined. Assuming the droplet forms a disk after impact, an
average initial film thickness can be determined.
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Table 1 Ranges of the experimental variables 
Needle Gauge 
Needle ID (mm) 
Needle OD (mm) 
Droplet Rate ( dps) 
Droplet Diameter (mm) 
Spreading Ratio, /3 
Initial Film Thickness (mm) 
Weber Number 

17 
1.07 
1.47 

3.0 - 15.0 
3.17-3.81 

3.5 - 3.7 
0.169 -0.184 

7 4 - 9 0 

19 
0.69 
1.07 

2 . 5 - 11.4 
2.96-3.41 
3 .5 -3 .6 

0.164 -0.175 
7 0 - 8 0 

22 
0.43 
0.71 

2.9 - 12.0 
2.33-2.85 
3 .3 -3 .4 

0.146 -0.161 
5 5 - 6 7 ' 

400 

300 

200 

100 

0.00 0.05 0.10 0.15 0.20 0.25 
Adjusted Mass Flux ( g/cm2 sec) 

Fig. 5 Critical heat flux based on initial wetted area versus mass flux 
based on the same area; water at 20°C using three different needle sizes 

The data adjusted and plotted in this fashion, Fig. 5, clearly 
show the higher heat fluxes attainable with smaller droplets. 
This effect is attributed to the thinner liquid film produced by 
impact of smaller droplets on the heated surface. This form 
of the data can also be extrapolated to an array of many droplet 
generators. Since both the heat flux and the mass flux are 
based on the initial wetted area, Eq. (1) could be used to 
determine the optimal spacing of droplet generators in large-
scale applications. 

In Fig. 5, the 19 gage needle CHF data are close to the 22 
gage needle data at low mass flow rates, but at higher flow 
rates the data are closer to the 17 gage data. One possible 
explanation of this phenomenon is that the evaporation time 
quickly exceeds the droplet period. This would cause the wetted 
area to increase and flood the heated surface, with excess water 
running off without being evaporated. 

Models based on conduction through a thin film predict 
much lower fluxes than those observed in this investigation 
(Rizza, 1981; Valenzuela and Drew, 1987). This difference is 
attributed to the presence of nucleate boiling in parts of the 
film. The presence of nucleate boiling is supported by three 
factors: the observed high heat transfer coefficients compared 
to those predicted by conduction models, Toda's model for 
the critical film thickness (Toda, 1974), and high-speed video 
observations of the surface. 

Referring to Fig. 3, the indicated times are measured relative 
to the instant when the droplet is just above the surface. The 
heated surface was viewed in reflected light. 

Nucleate boiling could cause disturbance of the surface, and 
breakup of the reflection; this can first be seen in the third 
and fourth frames. The velocity of impact can be seen to 
transfer to an outward radial velocity in the first three frames, 
an inward rebound in the next three frames, and a final outward 
spreading in the remaining frames. At approximately 24 ms, 
the center of the liquid film, where nucleate boiling appears 

400 
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200 

100 

0.014 0.015 0.016 0.017 0.018 
Initial Film Thickness ( cm) 

Fig. 6 Critical heat flux based on initial wetted area versus initial film 
thickness for water at 20°C using three different needle sizes; includes 
lines of constant drop rate 

0.014 0.015 0.016 0.017 0.018 
Initial Film Thickness ( cm) 

Fig. 7 Heat transfer coefficient versus initial film thickness for water 
at 20°C using three different needle sizes 

to take place, is much thicker than the edges, which provide 
comparatively smooth reflections. This may indicate that boil
ing is suppressed in the outer region where the film is thinner. 
Small droplets are seen to be ejected from the film at about 
24 ms. The center bulge spreads after about 30 ms, also spread
ing the nucleate boiling. At this point there is a long period 
of boiling with a nearly constant wetted area before the surface 
starts to dry out. In the final stages, the film becomes thin 
enough to suppress boiling once again (61 ms). Dry out occurs 
evenly across the entire surface at 117 ms, not preferentially 
from the edges of the film as might be expected. 

Figure 6 shows the relationships between CHF, film thick
ness, and droplet frequency. Points at the upper end of the 17 
gage data are of around the same film thickness as points at 
the lower end of 19 gage data. The difference in heat flux is 
apparently due to the higher droplet rates of the larger needle. 
The constant droplet frequency lines show the increase in heat 
flux for the 22 gage data. Increased dry time between droplets 
is another factor leading to lower fluxes at the lower droplet 
rates. 
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Fig. 9 Surface averaged critical heat flux versus surface averaged mass 
flux for water at room temperature and 50°C, using a 17 gage needle 

Figure 7 shows the relationship between the calculated heat 
transfer coefficient at the CHF point and initial film thickness. 
The trend to higher heat transfer coefficients for thinner films 
is clearly illustrated. 

Figure 8 shows the heat transfer coefficients corresponding 
to the heat fluxes of Fig. 5. These values are found to be 
comparable to those of other droplet impact cooling experi
ments, and higher than those of most other water-based cooling 
methods. These results demonstrate the effectiveness of droplet 
impact cooling even with relatively large droplet diameters. 

In an additional investigation, the temperature of the cooling 
water was varied in an attempt to determine the effect of 
subcooling. The results, shown in Fig. 9, show a significant 
decrease in CHF when the cooling water is preheated to 50°C. 
Inada et al. (1983) performed experiments using similar droplet 
sizes and subcoolings. While the heat fluxes of Inada et al. 
were considerably higher due to their model of wetted area, 
they do show a similar trend for preheated water. The decrease 
in heat fluxes of the preheated experiments indicates that cooler 
water is advantageous, perhaps an indication that the cooler 
water is better able to maintain contact with the heated surface, 
or that the large temperature difference between fluid and wall 
causes a high flux due to conduction in the initial stages of 
droplet spreading. 

5 Conclusions 
An experimental apparatus has been constructed to allow 

investigation of droplet impact cooling of an upward-facing, 
heated surface. Measurements of the critical heat flux and 
surface temperature for various drop sizes and impact fre
quencies were made. Distilled water at either room temperature 
(20°C) or heated to 50°C was used as the cooling fluid. Droplet 
diameters ranged from 2.3 to 3.8 mm, frequency of impact 
ranged from 2 to 15 droplets per second, impact velocity was 
1.3 m/s, and resulting film thicknesses were between 0.15 and 
0.18 mm. 

Unadjusted critical heat fluxes, averaged over the entire 
heated surface, ranging from 60 to 170 W/cm2 were achieved 
with water at room temperature. For a given mass flux of 
coolant, the CHF was found to change very little with vari
ations in droplet frequency and diameter. Such averaging, 
however, does not account for the smaller initial wetted area 
of smaller droplets. Modeling of droplet spreading on impact 
allowed the calculation of the heat flow rate per unit wetted 

area. These adjusted critical heat fluxes provide a more mean
ingful comparison since they account for the reduced wetted 
area of the smaller droplets. In a practical cooling system, 
smaller droplets would be more closely spaced than large drop
lets; the resulting overall average heat fluxes can then approach 
the adjusted flux. The adjusted CHF values were found to 
vary between 100 and 320 W/cm2, and also show the increased 
CHF of the thinner films. Preheating the coolant from 20 to 
50 °C was found to decrease the CHF by as much as 20 percent. 
This indicates that sensible heating of the water from its impact 
temperature accounts for a significant fraction of the heat 
removed from the heated surface. Models developed for thin 
films appear to greatly underpredict the effectiveness of impact 
cooling of the thicker films used in this investigation (Toda, 
1974; Rizza, 1981; Valenzuela and Drew, 1987). 

The heat fluxes attained in our droplet impact cooling ex
periment were found to lie between those reported for pool 
boiling and those of droplet impact cooling using submillimeter 
droplets (approximately 100 jim diameter) Lienhard et al. (1973) 
have shown pool boiling heat fluxes to be around 120 W/cm2, 
while enhanced pool boiling can double the CHF (Bockwoldt 
et al., 1992). Droplet impact cooling with droplet diameters 
close to one millimeter may fill the gap between pool boiling, 
with fluxes around 120 W/cm2, and submillimeter droplet im
pact cooling, with fluxes around 1000 W/cm2, while being 
simpler to design and operate than submillimeter droplet im
pact cooling. 
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An Analytical Solution and 
Sensitivity Study of Sublimation-
Dehydration Within a Porous 
Medium With Volumetric Heating 

A study of sublimation-dehydration within a porous medium as a result of volumetric 
heating, such as that associated with microwave heating, is presented in this paper. 
A semi-infinite frozen porous medium with constant thermal properties subject to 
a sublimation-dehydration process involving a volumetric heat source is considered. 
One-dimensional analytical solutions for dimensionless temperature, vapor concen
tration, and pressure were obtained. A sensitivity study was also conducted in which 
the effects of the material properties inherent in these solutions were analyzed. 
Finally, some of the assumptions used in the formulation of the problem were 
analyzed, and predicted drying curves were found to compare reasonably with 
previously published experimental results. 

Introduction 
Sublimation-dehydration, which is commonly known as 

freeze-drying, is used as a method of removing moisture from 
biological materials, such as food, pharmaceutical, and bio
chemical products. Some of the advantages of sublimation-
dehydration over evaporative drying are that the structural 
integrity of the material is maintained, aroma and/or flavor 
losses are reduced, and product degradation is minimized (Ro
senberg and Bogl, 1987; Decareau, 1982; Ang et al., 1977a, 
b). The major disadvantage of the freeze-drying process is that 
it is generally slow, and consequently, the process is econom
ically unfeasible for certain materials. 

One means of alleviating this problem is through the use of 
microwave energy. The resulting volumetric heating effect re
sults in mass transfer, rather than heat transfer, becoming the 
limiting factor in the determination of the drying time (Arsem 
and Ma, 1985). However, the heat and mass transfer mech
anisms related to microwave-aided freeze-drying processes are 
not well understood; therefore, additional theoretical and ex
perimental studies are needed. The focus of this study is on 
the development of an analytical solution that can be utilized 
to enhance the understanding of the freeze-drying process with 
a volumetric heat source. 

Several mathematical models have been proposed to describe 
the freeze-drying process without microwave heating (Fey and 
Boles, 1987; Lin, 1981, 1982; Hill and Sunderland, 1971; 
McCulloch and Sunderland, 1970; Dyer and Sunderland, 1967, 
1968). Most of these models were solved analytically. Only a 
few studies have also included a microwave heat source in the 
model; numerical solutions including microwave heating were 
presented by Ma and Peltre (1973,1975a) and Ang etal. (1977a). 

In this study, a mathematical model for sublimation-de
hydration with volumetric heating is presented from which 
analytical solutions for dimensionless temperature, vapor con
centration, and pressure were obtained for two different tem
perature boundary conditions. Analytical solutions can provide 
important insights into the mechanisms of a real process even 
though the assumptions used can be rather restrictive. For 
example, analytical solutions can provide insights into the im-
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portance of different material properties on the solution, which 
can aid in the development of improved mathematical models 
for this process. In addition, numerical solutions can have 
errors associated with the model and errors associated with 
the numerical method itself, and it is sometimes difficult to 
distinguish between the two types of error. Analytical solutions 
provide an important means of evaluating numerical schemes, 
which can later be used with less restrictive assumptions, if 
necessary, to simulate actual processes. 

The importance of the material properties on the solutions 
was analyzed through a sensitivity study. Two factors were 
considered: First, the effects of the volumetric heat source on 
the sensitivity of temperature, vapor concentration, and pres
sure to changes in the various properties were determined. This 
is important as it is an indication of the influence of each 
different term in the model for a given set of process conditions. 
The second factor under consideration was related to the es
timation of these properties. These values must be known 
accurately for practical use of the mathematical models; Ma 
and Peltre (1975b) reported that there is a need for more 
specific and comprehensive property data. Some methodolo
gies exist for the simultaneous estimation of material properties 
inherent in a mathematical model of a given process; however, 
if the parameters in question are found to be correlated, they 
cannot be simultaneously estimated as independent values (Beck 
and Arnold, 1977). The second factor under consideration was, 
therefore, the degree of correlation between the various pa
rameters. 

An analysis of the solution was then conducted to evaluate 
some of the assumptions used in the analytical solution. First, 
the appropriateness of the assumed volumetric heating term 
was investigated, and then the possibility of melting occurring 
was addressed. The assumed freezing front location was then 
compared with previous theoretical and experimental results. 
Filially, predicted moisture content values were compared with 
experimental data from previous studies. 

Problem Statement 
A semi-infinite homogeneous frozen porous material, ini

tially at a uniform temperature, pressure, and ice concentra
tion, subjected to low pressure conditions and a volumetric 
heat source, is considered. The pressure is assumed to be below 
the triple point, and the pressure and vapor mass concentration 
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are fixed at the surface. Two temperature boundary conditions 
are considered at the surface: a constant-temperature condition 
and a time-dependent heat flux condition. The volumetric heat
ing source is assumed to be a function of time and position. 
A sublimation front is assumed to propagate through the ma
terial, with the interface condition governed by the Clapeyron 
equation and the ideal gas law. One-dimensional heat transfer 
is considered with conductive heat transfer in the frozen region 
and both conduction and convection in the dried region. No 
liquid is assumed to be present anywhere in the system, the 
mass transfer of the vapor in the dried region is assumed to 
be governed by both Fick's and Darcy's Laws, and the vapor 
mass flow rate within the dried region is assumed to be equal 
to that at the sublimation front at any given time. In addition, 
the temperature of the gas in the dried region is assumed to 
be in equilibrium with the dried material, and the thermo-
physical properties are assumed to be constant, but they may 
differ between the dried and frozen regions. These assumptions 
are consistent with those used by Fey and Boles (1987) for 
sublimation-dehydration without volumetric heating. 

A mathematical description for temperature within the ma
terial is given below. For heat transfer in the frozen region, 
the temperature is given by 

d2T, 

dx 
f+Gf(x,t)--d( s(t)<x<cx> t>0 (1) 

and in the dried region, the temperature is found from 

d2Td 

dx2 

cpv/W(t) dTc 
+ Gd(x,t)= — 

OX <Xd 

1 oTd 

dt 

0<x<s(t) t>0 (2) 

where, from the assumptions used, the vapor mass flow rate, 
W, is equal to the rate of sublimation at the interface, s(t): 

W=uQ 
ds(t) 

dt 
(3) 

where the interface position, s(t), is assumed to be of the form 
(Fey and Boles, 1987) 

s(t)=2\-\fadl (4) 

where X is a constant. The intensity of the volumetric heating 
is assumed to be a function of time and position in both the 
dried and frozen regions, which is given by 

G,{x,t)=-*-e 
4ctjt 

•MAarfn+d,)* i = f 0 T d ( 5 ) 

where dd and dj are arbitrary constants. Although this is an 
arbitrary function, it is not unreasonable since, in considering 

actual volumetric heating processes such as microwave-aided 
processes, the strength of the microwave field also decreases 
with distance and the absorption of the microwave energy also 
differs between the dried and frozen regions. 

The initial temperature and the temperature as x^ oo are 
assumed to be constant: 

Td(x,0) = 7X00 ,0 = 7-, (6) 

At x = 0, two different temperature boundary conditions are 
considered; the first is a constant-temperature condition: 

Td(0, t) = Ts (la) 

and the second is an assumed heat flux of the form: 

dT 
-kd 'dx 

t>0 (lb) 

(Note that Ma and Peltre (1973, 1975a) and Ang et al. (1977a) 
both assume convection at the surface and that Eqs. (la, b) 
with q = 0 represent the extreme cases of convective heat trans
fer.) 

The interface condition is determined from an energy bal
ance at x = s(t): 

•kd 

djd 
dx 

+ k 
dTj-

' dx 
= LW(t) t>0 (8) 

= *(!) 

where the temperature at the interface is assumed to be con
stant: 

Tf(s(t),t) = Td(s(t),t) = Tv (9) 

It should be noted, however, that in the case of actual micro
wave heating, the interface temperature could vary with lo
cation and time due to the large difference in dielectric 
properties between the frozen and dried regions. 

The governing equations and the initial, boundary, and in
terface conditions for the vapor mass concentration, C, and 
the pressure, P, are the same as those given by Fey and Boles 
(1987). 

Problem Solution 
The solution procedure is similar to that presented by Fey 

and Boles (1987) without volumetric heating. The nondimen-
sional forms of Eqs. (l)-(9) were found using the similarity 
variable, ?j, and the dimensionless variables defined in the 
nomenclature. Using dd = a+\ and d/=0 as the arbitrary con
stants in Eq. (5), the solutions for 0y and 6d with the constant-
temperature boundary condition described by Eq. (la) are 
given as 

N o m e n c l a t u r e 

A0 = volumetric heat source coef
ficient (Eq. (5)), °C/m2 

Ag = dimensionless volumetric 
heat source coefficient 

= A:/(TS-T,) 
a+ = dimensionless convection 

coefficient = cpwwCjad/kd 

b+ = dimensionless constant = 
C,adL/(T,kf) 

C = concentration of water vapor 
or ice, kg/m3 

C', = initial dimensionless concen
tration of ice, oiCi/Ct 

C's = dimensionless concentration 
of water vapor at surface = 
Q/C, 

Cl = dimensionless concentration 

C+ 

d = 
G = 

h = 
k = 

kdf = 

L = 

of water vapor at interface 
= Cv/Ct 

dimensionless concentration 
of water vapor = (C-Cj)/ 
(C„-Cs) 
specific heat of water vapor, 
J/kg°C 
dimensionless constant 
volumetric heat source term, 
°C/m2 

sample thickness, m 
effective thermal conductiv
ity, W/m°C 
nondimensional effective 
thermal conductivity 
= kd/kf 

latent heat of sublimation, 
J/kg 

L+ = 

Lu = 

Lup = 

P = 

P's = 

P'u = 

p+ = 

<r = 

dimensionless latent heat of 
sublimation = L/R0T, 
Luikov moisture diffusivity 
= Oljotd 
Luikov pressure diffusivity 
= oip/ad 

pressure, N/m2 

dimensionless pressure at 
surface = Ps/P, 
dimensionless pressure at in
terface = Pv/P, 
dimensionless pressure = 
(P-PS)/(PV-PS) 
heat flux constant (in Eq. 
(lb)), W/m 
dimensionless heat flux = 
q/k{T,-T,) 
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A 
e-adfr,z_e~adjX 2erfc(Vad/7)) 

0M = i-e, 

erfc(V«<yX) 

9,;-f l ; \erf(g+X)-erf(r; + fl+X) 

X<7)<00 (10) 

l -6l ; /erf(a+X)-erf(X + a+X) 

At 
e-(v + a + \)2 _e-a+-2\2 - ( X + u + X) 

- ( e 

erf(«+X)-erf(7) + o+X) 

+ x>2
 e - « + 2 ^ 2 \ 

erf(a+X)-erf(X + «+X) 
0<r)<X ( l la ) 

while the solution for 6d with the heat flux boundary condition 
described by Eq. (76) is 

<• / x (e'»-e'i\ g + V ^ erf(7? + a+X)-erf(X + a+X) 

-erf(X + a+X))] 0<rj<X (116) 

The solution for 6fin this case is the same as that given in Eq. 
(10). 

The solutions for the dimensionless vapor concentration, 
C + , and dimensionless pressure, P + , in each case are the same 
as those given by Fey and Boles (1987): 

C+(ri)- 1 - -
A (Pv-P, 
6 \\-su U 

eif (qyJe/Lu) 

erf(XVeTZw) 

^ A/PJ-Ps \ erf(riLiip) 
e \Cu ~CS J erf(XVLw 

0<r)<X (12) 

erf(WZ«p) 
P (ij) = ,—_ 0<r/<X (13) 

erf(XViMp) 

The interface location, X, is found from differentiating Eqs. 
(10)-(13) with respect to i\ and substituting the resulting expres
sions evaluated with ij = X into the interface conditions. From 
Eqs .(10) and (11 a) , the interface condition for the temperature 
boundary condition is 

(0B '-0,')/(l-0/) kdfe (X+a + X)2 

erf(a+X)-erf(X + «+X) 

At 
Vx(X + a+X) + 

X2, 
locd/e 

adf 

erf(a+X)-erf(X + a+X) 

" (0„ ' -0 / ) / ( i^e / ) 

erfc(Vad/X) 

A: 
\l iradf\ + 

e-
adf* 

erfc(Varf/X) 

yRb+C',\ 
(14a) 

and from Eqs. (10) and (116) for the heat flux boundary 
condition, the interface condition is 

v^,. - (x + 0 + x, 2 r_c + , + x -kdfe~ 

adfe <*df 

1-6/ / erfc(Va^X) 

A: 
V iradf\-

e~adfK 

erfc(Varf/X) 

V^6+c/X 
(146) 

The interface condition for the vapor concentration is given 
by Fey and Boles (1987): 

[(C'„ - Cs ) e - (P'u -P, )A] (-JIU7~e)e~ex2/L" 

erf(XVeTZM) 

^LUp(Pu-Ps)e-""'p r , , 
+ p = = V T ( C , - -eC„)X (15) 

erf(X/ViWp) 
where C'v and P,J are found from the Clapeyron equation and 
the ideal gas law: 

c X = e x p [ L + ( l-l/flB ' )] (16) 

P'v=C'vR
 + e'v (17) 

The unknown values for X, 0„', Cj , and Pj are determined 
from Eqs. (13), (14a) for a constant-temperature boundary 
condition or Eq. (146) for a heat flux boundary condition, 
and Eqs. (15)-(17). 

Sensitivity Study 
A sensitivity study was conducted to determine the effects 

of the parameters, ad/, Lu, Lup, kd/, A, e, a+, and 6 + , on the 
mathematical solutions presented in Eqs. (10), ( l l a ) , (12)-
(17), with and without volumetric heating. Sensitivity coeffi
cients were used to evaluate these effects; they provide an 
indication of the importance of each parameter in the math
ematical model, and they can also be used to determine whether 

Nomenclature (cont.) 

R + 

Rn = 

s = 

dimensionless gas constant 
•= R0C,Tt/P, 
ideal gas constant, J/kgK 
location of sublimation 
front, m 
dimensionless sublimation 
front location = s/h 
temperature, °C 
time, s 
mass flow rate of vapor, 
kg/s 
position, m 
sensitivity coefficient of (3 
associated with Y+ 

Y+ = process variable (6, C+, P + ) 
Z = transformation variable 
a = effective thermal diffusivity, 

m2/s 

T 
t 

W 

x 

Old/ 

am 

Oip 

0 

*/> 
A 

e 
V 
e 

) e; 

e's 

- nondimensional effective 
thermal diffusivity = ad/af 

= mass diffusivity, m2/s 
= filtration diffusivity, m2/s 
= dimensionless material prop

erty 
= filtration coefficient, s2/m2 

= nondimensional permeability 
= (eam5pP,)/ (eotp -am)C, 

= porosity, m / m 3 

= similarity variable 
= dimensionless temperature 

= (T-T,)/(T,-T,) 
= initial dimensionless temper

ature = T//T, 
= dimensionless surface tem

perature = Ts/T, 

01 = 

X = 

& = 

O) = 

Subscript 
avg = 

d = 
/ = 
/ = 
s = 
t = 
V = 

dimensionless interface tem
perature = Tu/T, 
nondimensional sublimation 
front location defined by 
Eq. (4) 
dimensionless material prop
erty 
volume fraction of ice, 
m3/m3 

s 
average value over a given 
region 
dried region 
frozen region 
initial 
at the surface 
at the triple point 
at the sublimation interface 
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or not the parameters are correlated, which is an important 
consideration in determining methodologies for the estimation 
of the parameters. 

Sensitivity Coefficient Analysis—Magnitude. A sensitivity 
coefficient is defined as the change in a given variable due to 
a change in a specific parameter, with all other parameters 
remaining constant, as shown below: 

X*r+mfi(l[P\ (18) 

\ " /{ / ?!/3,const 

Here, X^iY+ is the dimensionless sensitivity coefficient asso
ciated with the process variable Y+ (i.e., 6, C+, or P+) and a 
specific parameter (3 (i.e., adf, Lu, Lup, kdf, A, e, a+, or b+), 
and £,•;•*/3 are all parameters other than fi. 

In the mathematical model used in this study, all of the 
material properties are coupled through the interface condi
tions. Therefore, it was important to evaluate the sensitivity 
coefficients for each of the variables 6, C+, and P+ with respect 
to each of the parameter values. A sensitivity coefficient with 
a small magnitude (e.g., < 10~3) indicates that a given variable 
is insensible to changes in that specific parameter value, while 
a large sensitivity coefficient (~ 1) indicates that the variable 
is extremely sensitive to that particular parameter. This in
formation is important in assessing the assumption of constant 
material properties for a given material. If the sensitivity coef
ficients are large, the simplifying assumption of constant prop
erty values would not be appropriate, if in actuality for a given 
material, the properties are thought to vary with some variable 
such as temperature. However, if the sensitivity coefficients 
are small, any actual changes in the property value would have 
little effect on the process variable in question, and the sim
plifying assumption of using constant parameter values could 
be justified even though these parameters might actually vary 
during the process. 

To evaluate the sensitivity coefficients for a given parameter 
(3 associated with a given process variable Y+, the variable was 
differentiated with respect to j3, noting that X and 0„' are func
tions of (8 through the interface conditions (Eqs. (14«), (15)-
(17)): 

ay+ ( /3 , x, e'v) (dY+{$,\,d'vj 

Table 1 Orders of magnitude of the sensitivity coefficients 

a/3 
,ay+( i8,x,oB ' ) ' 

ax 

\,8V ,£^13.const 

ax 
P,6u,(i*0,conat. 

dY+w, \,e'v)\ 

10,X,{;?!/3,const. mv % <"> 

The partial derivative of 6'v with respect to /3 was found by 
first solving Eq. (14a) for d'u, and then differentiating with 
respect to a given parameter /3. To find the partial of X with 
respect to /3, Eq. (15) was first set equal to zero. Considering 
this now to be a function, / ( /3, £,7^/3, X), its total derivative 
is also equal to zero: 

4/m&*0,X) = O = l ^ 

1=1 

dp 
f;*/W 

li* axw<> (20) 

The partial of X with respect to /3 was then approximated by 
dividing Eq. (20) by tf/3 and solving for dK/dfi, neglecting higher 
order terms. 

The sensitivity coefficients were evaluated analytically for 
each variable with respect to each parameter for incremental 
values of the similarity variable i\ using A„ = 0 and A„ = 5 . 

X (J y. 

Y 

P 
«* 

V 
a* 

b* 

e 

A 

Lu 

Lup 

A0* 

0 

i)<X 

ID"' 

Iff' 

iff2 . 

10" 

Iff1 

Iff1 

Iff2 

Iff2 

t\>\ 

io-' 

Iff1 

Iff1 

IO"3 

Iff1 

Iff' 

io-2 

iff1 

= 0 

c* 
n<x 
KV 

I 

IO"2 

io-4 

IO"3 

Iff2 

Iff2 

Iff2 

p* 

T)<X 

Iff' 

1 

Iff2 

10" 

Iff3 

io-2 

Iff2 

Iff2 

t)<X 

Iff' 

10" 

Iff1 

10" 

IO'2 

io-2 

Iff' 

Iff' 

A.* 

J 

n>X 

KV 

10" 

Iff3 

10" 

Iff2 

io-2 

Iff' 

Iff1 

= 5 

c* 
T\<X 

Iff' 

Iff' 

IO"2 

10" 

Iff' 

io-2 

Iff3 

Iff' 

p* 

n<*. 
10' 

Iff3 

IO"2 

10" 

Iff2 

Iff2 

Iff' 

io-2 

X 0.0-

-0.4-

e-0 *V V=0 
M X V V=° 
" XV' V-o 
»•* X*^. V=6 

e—e—^-uQo o ooo o ooo 0( 

V-o-

Fig. 1 Sensitivity coefficients for am 

The following parameter values were used in the calculations: 
adf= 1,LU=100,LUP= 1000, % = 0 . 1 , A = 0.1, e = 0.64, a+ =3 , 
and Z?+=3.6xl0~6 . (These values are based partly on those 
used by Fey and Boles, 1987.) 

The sensitivity coefficients for adj (-^itrf/ y+) are shown in Fig. 
1 for 0 < t) < 4 with A „ = 0 and A „ = 5. There are several char
acteristics evident in this figure that were also common to the 
sensitivity coefficients for all of the other parameters: (1) The 
magnitudes of the sensitivity coefficients associated with 6 ap
proach zero as ij — oo; (2) there is a step change in the sensitivity 
coefficients associated with 8 at the interface condition (77 = X); 
(3) the sensitivity coefficients associated with C+ and P+ are 
very similar; and (4) since there is no vapor in the frozen region, 
the sensitivity coefficients associated with both C+ and P+ are 
zero for 17 > X. 

As discussed previously, the order of magnitude of a sen
sitivity coefficient indicates the sensitivity of a given process 
variable to changes in a particular parameter. The orders of 
magnitudes of the maximum values of each sensitivity coef
ficient for 0<i?<X and 77 > X are given in Table 1 for A„ =0 
and Ao = 5. In the case where A„ = 0, the maximum sensitivity 

• coefficients for adj and kdj were all at least on the order of 
10"', indicating that 6, C+, and P+ are very sensitive to changes 
in adf and kdf. The maximum sensitivity coefficients for e and 
b+ were very small (<10~3), indicating that 6, C + , and P+ 

are insensitive to changes in these parameters. As a result, the 
consideration of variable property values is most important 
for kdf and adj while any actual variations in e or b+ would 
have little influence on the solutions for 6, C+, and P+. 

The volumetric heat source coefficient (A„) had the greatest 
effect on the maximum sensitivity coefficients for kdf, all of 
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these sensitivity coefficients {X\dM, XtdfC+, and X\dfP+) de
creased three orders of magnitude for^40

+ = 5 in Table 1, greatly 
reducing the effect of kdj on the solution. This has two im
plications for an increasing volumetric heat source term: (1) 
The effects of any actual variations in kdf decrease, and there
fore, the assumption of a constant A:d/Could be justified whether 
or not factually varied, and (2) the thermal diffusive effects 
decrease, which might lead to simplifications of the mathe
matical model for large values of A„ . 

Also, with volumetric heating, the sensitivity coefficients 
associated with temperature for Lu, Lup, A, and e increased 
by one to two orders of magnitude, increasing these param
eters' influence on the temperature solutions. Thus, the con
sideration of variable property values is important for Lu, 
Lup, A, and e with volumetric heating; if it is known that these 
properties are functions of temperature for a particular ma
terial, then the solution should be reformulated to include this 
dependence. These properties are physical in nature (i.e., as
sociated with mass and pressure) rather than thermal; this 
observation, along with the observation that the influence of 
kdj decreased with an increase in A„, indicates that mass and 
pressure diffusion are the limiting factors to the rate of drying 
rather than thermal diffusion with the volumetric heat source 
described by Eq. (5). This agrees with the observation by Arsem 
and Ma (1985) concerning microwave heating discussed pre
viously. 

The increase in the volumetric heat source term had no or 
only a small influence on the maximum sensitivity coefficients 
for adf and b+ and slightly increased the sensitivity of 6/ to 
changes in a+. Thus, if it is found, for example, that in an 
actual situation adf is a function of temperature, it would be 
important to include this in the problem formulation whether 
or not there is volumetric heating. However, any actual var
iations in b + would have little effect on the solutions with or 
without volumetric heating, and thus, any actual variations 
could be neglected. 

Sensitivity Coefficient Analysis—Linear Dependence and 
Correlation Between Parameters. The material properties in
herent in the solution must be known if the solution is to be 
practically useful. Thus, it is important to determine which 
parameters in the solutions can be estimated, particularly from 
the process variables in question. Correlation between material 
properties is an important consideration when developing 
methodologies to estimate material properties associated with 
a given process. In some estimation methodologies based on 
minimization procedures, the material parameters cannot be 
simultaneously estimated as independent values if they are 
found to be correlated (Beck and Arnold, 1977). Linearly de
pendent or nearly linearly dependent sensitivity coefficients 
for a given process variable are an indication that the param
eters are correlated with respect to that process variable (Beck 
and Arnold, 1977). In some instances, parameters can be cor
related with respect to one process variable, but not with respect 
to another (Saad, 1991). In this situation, the process variable 
resulting in the uncorrelated parameters could be used in the 
estimation procedure. 

The sensitivity coefficients associated with 6, C+, and P+ 

for each of the parameters adf, Lu, Lup, kdf, A, e, a+, and b+ 

were compared with each other to determine linear dependence. 
All of the sensitivity coefficients associated with C+ and P+ 

were found to be linearly dependent, indicating that C+ and 
P+ are not appropriate variables to use in the estimation of 
the parameters in question. A summary of the results for the 
sensitivity coefficients associated with 6 is given in Table 2 for 
Ao =5. A( + ) sign indicates that linear dependence was found 
and a ( - ) sign indicates no linear dependence was evident. It 
should be noted that in some cases, the sensitivity coefficients 
were linearly dependent (or independent) for ij < X, while the 
opposite was true for r\ > X. The sensitivity coefficients asso-
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Table 2 Linear dependence of the sensitivity coefficients for B with 
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ciated with 6 for Lu, Lup, A, and e were all found to be linearly 
dependent, indicating that these parameters cannot be simul
taneously estimated as independent values from temperature 
measurements. Independent experiments would therefore be 
needed to provide estimates of these values. Any one of these 
values could be estimated, however, with any of the other 
parameters (ad/, kdj, a

+, and b+) from data in the dried region 
or with ad/in either region. The sensitivity coefficients for kdf 
and b+ were also found to be linearly dependent, while adj 
and a+ were found to be linearly independent. The parameters 
expand kdj, and ad/and b+ were found to be independent only 
in the frozen region; however, a+ and b+ were found to be 
independent only in the dried region. 

The magnitude of the sensitivity coefficients also has an 
effect on the estimation of the associated parameters. Large 
sensitivity coefficients indicate that the process variable is very 
sensitive to variations in the associated parameter; therefore, 
parameters estimated from data with large sensitivity coeffi
cients are, in general, more accurate than parameters estimated 
from data with small sensitivity coefficients. Therefore, given 
a choice of parameters to estimate, uncorrelated parameters 
with the highest sensitivity coefficients should be chosen. For 
example, based on the temperature data in Table 1, the best 
parameter estimates would be found for adf with or without 
volumetric heating, kdf without volumetric heating, and Lu 
and Lup with volumetric heating, while the poorest estimates 
would be obtained for kd/and b+ with volumetric heating and 
b+, e, and A without heating. However, in comparing these 
results with those from Table 2, the best combination for the 
simultaneous estimation of independent values would be ob
tained from udf and Lu or Lup with volumetric heating. 

Analysis of Solution 
Several aspects of the solutions presented here were ana

lyzed. First, the appropriateness of the assumed volumetric 
heating was addressed, and then the validity of the assumption 
that no melting occurs was investigated. In addition, the as
sumed freezing front location was analyzed, and this and the 
predicted percent moisture content were compared to theo
retical and experimental values found in the literature. 

Volumetric Heating. The assumed volumetric heating term 
given in Eq. (5) was selected to reflect a decrease in the heating 
effect within the material as a function of distance, account 
for a difference in microwave absorption between the dried 
and frozen regions, and facilitate the analytical solution of the 
problem. In addition, it allows for a decrease in heating with 
time, which was found to provide an optimal mode of oper
ation by Ang et al. (1978). 
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Table 3 Assumed dimensionless material property values for beef and 
assumed operating conditions 

Variable 

<v 
** 
a* 
b* 
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Lu 
Lup 

Q 
C/ 
P,' 
e,' 
6/ 
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1.2 
2.6xl0'6 
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Ma and Peltre (1973) 
Ma and Peltre (1973) 
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Ma and Peltre (1973.) 
Ma and Peltre (1973) 
Assumed (based on Fey and Boles, 1987) 
Ma and Peltre (1973) 
Assumed (based on Fey and Boles, 1987) 
Ma and Peltre (1973) 
Assumed (based on Fey and Boles, 1973) 
Ma and Peltre (1975b) 
Ma and Peltre (1975a) 
Using ambient conditions (Ma and Peltre (1985)) 
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Fig. 2 Percent change in volumetric heating in the dried region from 
Eq. (21) and Ang et al. (1978) and from Eq. (5) using x = 0 m and defining 
percent change in heating as the change from the value of the volumetric 
heating at 5 minutes 
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Fig. 3 Ratio of volumetric heating in the dried and frozen regions from 
Eq. (21) and Ang et al. (1978) and from Eq. (5) using x = 0 m in the dried 
region and x = 0.015 m in the frozen region 
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Ma and Peltre (1975a) describe the microwave volumetric 
heating for a given field strength, E, as 

G = - i = d or / (21) 

where Kj is the dissipation coefficient. The volumetric heating 
defined by Eq. (21) was calculated using the electrical field 
data from Ang et al. (1978) and the dissipation and thermal 
property values from Ma and Peltre (1975a). These values were 
compared with the volumetric heating defined by Eq. (5) at 
x= 0 m in the dried region and x= 0.015 m in the frozen region 
and using properties for beef from Ma and Peltre (1973,1975a, 
b) (Table 3). (The sample dimensions were chosen to represent 
a typical experimental sample, Ma and Peltre, 1975b). 

First, the percent change in the volumetric heating with time 
was compared. At very early times, the volumetric heating 
defined by Eq. (5) decreases very rapidly; however, the pre
dicted change in volumetric heating in the dried region after 
5 minutes from Eq. (5) is not unlike the change used by Ang 
et al. (1978) for optimal heating, as shown in Fig. 2. Note also 
that the time dependence is an externally adjustable variable. 
Next, the difference between the heating within the dried and 
frozen regions was investigated. The ratios of the volumetric 
heating for the dried and frozen regions determined from Eqs. 
(5) and (20) are shown in Fig. 3 as functions of time. With 
the exception of the early portion of the curve found using 
Eq. (5), both equations predict a constant ratio between the 
dried and frozen regions with the results from Eq. (5) about 
20 percent lower than those found using Eq. (21). Therefore, 
based on these results, with the exception of very early times, 

Fig. 4 Interface temperature, 0V', as a function of dimensionless volu
metric heating, A*, for constant temperature ($(0) = 1) and heat flux 
(q+ =0, q+ = 10, and q* = 20) boundary conditions 

the assumption of the volumetric heat source term in Eq. (5) 
is not unreasonable. 

The Occurrence of Melting. The effect of the volumetric 
heating on the possibility of melting within the material was 
investigated by determining the dimensionless temperature and 
pressure at the interface (6'v and P'v). Note that if d'v or Pi is 
greater than one, melting will occur. The values for dl and 
P'v were determined using the property values in Table 3, with 
Ag varying from 0 to 20 for both a constant-temperature 
boundary condition (0(0)= 1) and a heat flux boundary con
dition with <7+ = 0, q+ = 10, and q+ = 20. The results are shown 
in Figs. 4 and 5 for d'v and P'v, respectively. Note that all of 
the solutions presented here are valid for A„ at least less than 
14 (with most < 15) and q+ <20. Also note that the solutions 
for 6(0)= 1 and q+ =0 represent no and infinite resistance to 
heat transfer at the surface and that the two solutions converge 
as Ag increases. 

The Interface Location. The interface location is of ex
treme importance because it is closely associated with the drying 
time. The assumed interface location given in Eq. (4) was 
compared to experimental and theoretical results presented by 
Ma and Peltre (1975b); the results for the dimensionless in
terface condition, s+, using the material properties in Table 3 
for both a constant temperature and a heat flux boundary 

Journal of Heat Transfer AUGUST 1994, Vol. 116/691 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 5 Interface pressure, P„', as a function of dimensionless volumetric 
heating, 4„+, for constant temperature (9(0) = 1) and heat flux (q* = 0, 
q+ =10, and q* =20) boundary conditions 

1.2-

CI 
0 

(S 
o 
o 

• J 

(U 
o 
id 

!H 

o-o Ma and Peltre (1975a) Theoretical 
«—a Ma and Peltre (1975b) Experimental 
B-a q» = 5, A,4 = 15 
4-A 9(0) = 1, A,* = 15 
o- -o 0(0) = 1, A,* = 5 

Time (hrs) 
Fig. 6 Dimensionless interface position, s+, as a function of time for 
constant temperature (9(0) = 1) and the heat flux {q* = 5) boundary con
ditions with A„ = 15 compared with theoretical and experimental results 
from Ma and Peltre (1975b) with £=125 V/cm 

condition are shown along with the results from Ma and Peltre 
in Fig. 6. Here, s+ is defined as s/h where h is the sample 
thickness (0.015 m, Ma and Peltre, 1975b). 

The results using Eq. (4) and ,40
+ = 15, with 0(0) =1 and 

<7+=5 are nearly identical. (Note, from Figs. 4 and 5, no 
melting occurs.) Both solutions provide good agreement for 
the prediction of the drying time for the sample (s+ = 1); how
ever, the velocity of the interface location is overestimated at 
the early drying times. This could be attributed to the assumed 
volumetric heating (Eq. (5)), which is very high at early times 
and then decreases (Fig. 3), while the actual microwave power 
input used by Ma and Peltre (1975b) was independent of time. 
Since the solution for X is based on Eq. (5), it is expected that 
the velocity of the interface location would be overestimated 
at early times. This is evident by looking at constant-temper
ature boundary condition solution with A„ = 5, also shown in 
Fig. 6; here, the interface location is better approximated at 
very early times; however, the interface location is greatly 
underpredicted at later times. It should also be noted that the 
theoretical results presented by Ma and Peltre (1975a) were 
found for an infinite slab, assuming convection on one side 
and insulation on the other. Their results are in close agreement 
with experimental results for times less than three hours; how
ever, the overall drying time is then underestimated by over 
25 percent. 
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Fig. 7 Percent moisture content as a function of time for constant 
temperature (9(0) = 1) and heat flux (q* =0) boundary conditions with 
A* = 15 compared with experimental results from Ma and Peltre (1975b) 
with £=125 V/cm 

Comparison of Drying Curves. 
tent is defined as 

The percent moisture con-

Percent Moisture Content = Q-c, 
avg,/ 

avg,/ 
(22) 

where Cavg(0 is the average moisture content over a thickness 
h at time t, Cavgy is the averaged final moisture content at the 
end of drying over h, and C, is the initial moisture content. 
The percent moisture content was calculated using a constant-
temperature boundary condition (0(0)= 1) and an insulated 
boundary condition (q+ =0), with A = 0.015 m and At = 15 
and compared with experimental results from Ma and Peltre 
(1975b) with E= 125 V/cm in Fig. 7. The total experimental 
drying time is in between the predicted drying times with a 
constant temperature and an insulated boundary condition. 
This is expected since the two solutions presented here represent 
the extreme conditions of a convective boundary condition. 
Once again, the drying rate is overestimated at early times for 
both boundary conditions; this again could be a result of the 
assumed time dependence of the volumetric heating in Eq. (5) 
compared with the time independent value used by Ma and 
Peltre. 

Conclusions 
The following conclusions were drawn from this study: 

1 From the sensitivity study, the assumption of constant ma
terial properties is especially important for «<#• with and 
without volumetric heating, kdf without volumetric heating, 
and Lu and Lup with heating. 

2 Dimensionless temperature is the best process variable to 
use for the estimation of material properties, and temper
ature would provide the most information for the estimation 
of adf, while very little information would be available for 
the estimation of kdfand b+ with volumetric heating, and 
b+, e, and A without heating. 

3 Although arbitrary, the assumed volumetric heating (Eq. 
(5)) is not unreasonable, if the source is allowed to vary with 
time. 

4 The solutions presented in this paper are only appropriate 
for A„ at least less than 14 and q+ <20; otherwise melting 
could occur. 

5 The assumed sublimation front location (Eq. (4)) overesti
mates the drying rate at early times, while providing good 
agreement with the overall drying time when compared to 
experimental data obtained with time-independent heating. 

692/Vol . 116, AUGUST 1994 Transactions of the ASME 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
Ang, T. K., Ford, J. D., and Pei, D. C. T., 1977a, "Microwave Freeze-Drying 

of Food: A Theoretical Investigation," Int. J. Heat Mass Transfer, Vol. 20, 
pp. 517-526. 

Ang, T. K., Ford, J. D., and Pei, D. C. T., 1977b, "Microwave Freeze-Drying: 
An Experimental Investigation," Chem. Eng. Sci., Vol. 32, pp. 1477^-1489. 

Ang, T. K., Ford, J. D., and Pei, D. C. T., 1978, "Optimal Modes of Operation 
for Microwave Freeze Drying of Food," J. Food Sci.i Vol. 43, pp. 648-649. 

Arsem, H. B., and Ma, Y. H., 1985, "Aerosol Formation During the Mi
crowave Freeze Dehydration of Beef," Biotech. Progress, Vol. 1, pp. 104-110. 

Beck, J. V., and Arnold, K. J., 1977, Parameter Estimation in Engineering 
and Science, Wiley, New York. 

Decareau, R. V., 1982, "Microwave Research and Development at the U.S. 
Army Natick Research and Development Laboratories," J. Microwave Power, 
Vol. 17, pp. 127-135. 

Dyer, D. F., and Sunderland, J. E., 1967, "The Transient Temperature Dis
tribution During Sublimation Dehydration," ASME JOURNAL OF HEAT TRANS
FER, Vol. 89, pp. 109-110. 

Dyer,1 D. F., and Sunderland, J. E., 1968, "Heat and Mass Transfer Mech
anisms in Sublimation Dehydration," ASME JOURNAL OF HEAT TRANSFER, Vol. 
90, pp. 379-384. 

Fey, Y. C , and Boles, M. A., 1987, "An Analytical Study of the Effect of 
Convection Heat Transfer on the Sublimation of a Frozen Semi-infinite Porous 
Medium," Int. J. Heat Mass Transfer, Vol. 30, pp. 771-779. 

Hill, J. E., and Sunderland, J. E., 1971, "Sublimation-Dehydration in the 

Continuum, Transition and Free-Molecule Flow Regimes," Int. J. Heat Mass 
Transfer, Vol. 14, pp. 625-638. 

Lin, S., 1981, "An Exact Solution of the Sublimation Problem in a Porous 
Medium," ASME JOURNAL OF HEAT TRANSFER, Vol. 103, pp. 165-168. 

Lin, S., 1982, "An Exact Solution of the Sublimation Problem in a Porous 
Medium, Part II—With an Unknown Temperature and Vapor Concentration 
at the Moving Sublimation Front," ASME JOURNAL OF HEAT TRANSFER, Vol. 
104, pp. 808-811. 

Ma, Y. H., and Peltre, P., 1973, "Mathematical Simulation of a Freeze-
Drying Process Using Microwave Energy," AIChESymposium Series, Vol. 132, 
No. 66, pp. 47-54. 

Ma, Y. H., and Pejtre, P., 1975a, "Freeze Dehydration by Microwave Energy: 
Part I. Theoretical Investigation," AIChE Journal, Vol. 21, No. 2, pp. 335-
344. 

Ma, Y. H., and Peltre, P., 1975b, "Freeze Dehydration by Microwave Energy: 
Part II. Experimental Study," AIChE Journal, Vol. 21, No. 2, pp. 344-350. 

Ma, Y. H., and Peltre, P., 1985, "Application of Optimal Control Strategy 
to Hybrid Microwave and Radiant Heat Freeze Drying System," Drying '85, 
Hemisphere Pub. Corp., pp. 249-253. 

McCulloch, J. W., and Sunderland, J. E., 1970, "Integral Techniques Applied 
to Sublimation Drying With Radiation Boundary Condition," J. Food Science, 
Vol. 35, pp. 834-838. 

Rosenberg, U., and Bogl, W., 1987, "Microwave Thawing, Drying, and Bak
ing in the Food Industry," Food Technology, Vol. 41, No. 6, pp. 85-91. 

Saad, Z., 1991, "Estimation of the Kinetic Parameters of an Amine-Epoxy 
Resin During Cure," M.S. thesis, Dept. of Mechanical Engineering, Michigan 
State University, East Lansing, MI. 

Journal of Heat Transfer AUGUST 1994, Vol. 116/693 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. Abu-Zaid1 

A. Atreya 

Combustion and Heat Transfer Laboratory, 
Department of Mechanical Engineering 

and Applied Mechanics, 
The University of Michigan, 
Ann Arbor, Ml 48109-2125 

Transient Cooling of Hot Porous 
and Nonporous Ceramic Solids by 
Droplet Evaporation 
This paper presents the results of an experimental investigation into transient cooling 
of low-thermal-conductivity porous and nonporous ceramic solids by individual 
water droplets. The initial surface temperature (Ts) of both solids ranged from 75 
to 200° C. Both solids were instrumented with several surface and in-depth ther
mocouples and had the same thermal properties. This enabled investigation into the 
similarities and differences in the thermal behavior of porous and nonporous solids 
during droplet evaporation. The measured and theoretical contact temperatures, for 
both solids, were found to be in good agreement until they became equal to the 
boiling point of water (which occurs at an initial solid surf ace temperature of 164° C). 
Further increase in the initial solid surface temperature did not change the measured 
contact temperature. Instead, it became roughly constant at a value slightly greater 
than the boiling point of water. During the droplet evaporation process, surface 
and in-depth temperatures for the nonporous solid remain nearly constant, whereas 
for the porous solid there was a continuous decrease in these temperatures. A 
thermocouple in the porous matrix at the same location as that of the nonporous 
matrix cools faster under identical conditions, indicating an energy sink in the vicinity 
of the thermocouple. Also, evaporation time for the nonporous solid was found to 
be larger than that of the porous solid for the same droplet size and under the same 
conditions. These observations confirm that there is both in-depth and lateral pen
etration of water in the porous solid. The transient temperature measurements were 
used to determine the following quantities: (i) the recovery time {time required by 
the surface to recover to its initial temperature), and (ii) the size of surf ace and 
in-depth zones affected by the droplet. The instantaneous evaporation rate, and the 
instantaneous average evaporative heat flux for the nonporous solid, were also 
determined from video measurements of the droplet diameter on the solid surface 
and the transient temperature measurements. It was found that the average evap
orative heat flux is higher for smaller droplets because of their smaller thickness on 
the hot surface. 

1 Introduction 
The study of the behavior of impinging individual droplets 

on a hot surface is essential for the analysis of problems in
volving liquid sprays. Knowledge of how the droplet impacts 
and evaporates will help in the understanding and prediction 
of the effect of sprays on cooling of hot surfaces. Such prob
lems are encountered in a number of engineering areas: fire 
extinguishment, nuclear reactor safety, cooling of hot metals, 
cooling of turbine blades, etc. The present work is motivated 
by fire extinguishment, which may be divided into two parts: 
(/) extinguishment of the already burning objects; (ii) pre
vention from burning of the as-yet unburned objects. Since 
this work is at relatively low surface temperatures, it primarily 
addresses the latter part of the extinguishment problem. 

A substantial portion of the combustible building materials 
are porous with low thermal diffusivities and water spray is 
the most common method used for fire extinguishment. Hence, 
the study of the thermal behavior of water droplet vaporization 
on a hot, porous, low-thermal-diffusivity solid is important 
for fire research. Vaporization of water droplets on such solids 
is expected to be different from the nonporous metallic solids. 
However, despite the need to address the cooling of hot porous 
chars and unburnt wood during a fire, the authors have been 
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unable to find studies for a porous solid. Thus, as a first step, 
this paper attempts to demonstrate the similarities and differ
ences between porous and nonporous solids during droplet 
evaporation. 

Numerous studies of the droplet vaporization process on 
hot nonporous metallic solids have been reported in the lit
erature. These studies show that the vaporization mode of a 
liquid droplet on a hot surface depends on many factors. These 
are: (i) initial surface temperature of the solid; (ii) isothermal 
or nonisothermal condition of the solid; (Hi) thermal prop
erties of the droplet and the solid; and (iv) the droplet mo
mentum upon impact. Few studies have focused on in-depth 
cooling of the solid (which is important for predicting the rate 
at which fuel gases are produced), and none have reported 
transient in-depth temperature measurements. Surface tem
perature measurements have been reported by Seki et al. (1978), 
Makino and Michiyoshi (1979), and Michiyoshi and Makino 
(1978). Seki et al. demonstrated good agreement between the 
theoretical computation of solid-liquid contact temperature 
and experimental measurements.2 Makino and Michiyoshi 
studied the effect of initial size of the water droplet on its 
evaporation time. They present a wide range of the so-called 
boiling curve (q versus A7;at). This work establishes the thermal 

According to the solution for a semi-infinite body with a sudden change in 
surface temperature (Carslaw and Jaeger, 1959), the contact temperature is given 
by: Tc = 7Vy».+ Tsys/yw + ys, where y = *Jpck; p, c, k represent density, 
specific heat, and thermal conductivity, respectively, and Ts, Tw are the initial 
solid and droplet temperatures. 
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behavior of droplets during the vaporization process. Rizza's 
(1981) theoretical work on a nonisothermal wall is also very 
useful. Other works, Gottfried et al. (1966) and Bonacina et 
al. (1979), are of limited applicability for fire extinguishment 
studies. 

The work most directly related to the present work is that 
of di Marzo and Trehan (1986). They theoretically investigated 
the cooling of a hot semi-infinite aluminum block and obtained 
isotherms and an envelope for the evaporation regime (solid 
surface temperature < 164°C) of water droplets. Evans and 
di Marzo(1986) also presented a model for the evaporation of 
a droplet in contact with high thermal conductivity and dif-
fusivity solids. They determined that the evaporation time is 
in reasonable agreement with the experimental data. The model 
also describes the spatial and temporal behavior of the evap
oration heat flux. 

2 Experimental Apparatus 

2.1 Requirements. An experimental study of cooling of 
a hot, low-thermal-diffusivity, porous solid by water droplets 
requires an apparatus capable of providing: 
1 A heated solid that is nearly isothermal, porous, and made 

of a low thermal conductivity and diffusivity material. Also, 
the temperature of the heated solid must be controllable. 

2 A heated solid instrumented with surface and in-depth ther
mocouples for transient temperature measurements during 
droplet evaporation. These measurements will be used to 
determine: (;') the recovery time, i.e., the time for the 
surface to recover to its initial temperature, and (//') size 
of "surface and in-depth zones" affected by the droplet. 

3 The apparatus should be capable of generating different 
size droplets. This apparatus must also be capable of de
livering droplets on the solid surface at a specified rate and 
at a specified release height. 

2.2 Heated Ceramic Block. To obtain a nearly isothermal 
solid, three different shapes of the ceramic block were con
sidered. These were: (/) hemisphere; here, to make the flat 
surface isothermal, a large variation in the heat flux applied 
on the hemispherical surface is necessary; (//') cylinder, it is 
possible to obtain a flat isothermal surface in this geometry if 
the cylinder is heated from below with a constant heat flux, 
and the cylindrical surface is kept well insulated. The primary 
disadvantage is that a very small cylinder height and/or a high 
thermal diffusivity is needed for the solid to be nearly iso
thermal; (Hi) oblate spheroidal; this geometry was chosen 
because it combines the advantages of both cylindrical and 
spherical geometries. It also provides a natural coordinate sys
tem for the problem. 

Nomenclature 

a = 
B --
c -
d --

D --

H --

k --
Q '-

rd = 

s = 

= a constant 
= D/d 
= specific heat 
= diameter of droplet be

fore impact 
= maximum diameter of 

droplet on surface 
= release height, i.e., the 

distance between the 
needle tip and the solid 
surface 

= thermal conductivity 
= heat flux 
= maximum radius of drop

let on the surface 
= solid 

T = 
T = 
1 e Tc = 
Ts = 

Tsat = 

Tw = 

Tws — 

Ai;a t = 
t = 

t* = 
V = 

v, = 

temperature 
equilibrium temperature 
contact temperature 
initial solid surface tem
perature 
saturation temperature 
droplet temperature be
fore impact 
time-averaged surface 
temperature 
Tws ~ TsM 

time 
dimensionless time = t/r 
initial volume of droplet 
volume of droplet influ
ence in solid 

(x, y, z) 
w 

y 
8* 

e 
(£ , v, 4>) 

p 
T 

= Cartesian coordinates 
= water 

= ^cK 

= critical droplet thickness, 
i.e., droplet thickness on 
the nonporous solid at 
the time the evaporation 
rate starts to increase 
sharply 

= (T - Te)/{TS- Tt) 
= oblate spheroidal coordi

nates 
= density 
= evaporation time of the 

droplet 

Castable porous ceramic (MgO) was used to cast a semi-
oblate spheroidal solid. The measured porosity, density, spe
cific heat, and thermal conductivity of this solid were: 33 
percent, 2.05 g/cm3, 1.08 J/g. K (at 100°C) and 0.0223 W/ 
cm • K, respectively. It was used to simulate an isothermal 
semi-infinite solid. The configuration of this block along with 
the calculated temperatures and heat fluxes is shown in Fig. 
1. The block has a major semi-axis of 8.48 cm and a minor 
semi-axis of 7.22 cm. Theoretical calculations described below 
show that this ceramic block is nearly isothermal, despite its 
poor thermal conductivity. For the solid shown in Fig. 1, if 
£, rj, and (/> are used to describe the orthogonal oblate-sphe
roidal coordinate system, then transformation from the Carte
sian system is given by: x = a • cosh £ • cos r/ • cos 4>, y = 
a • cosh £ • cos r? • sin 6, and z = a • sinh £ • sin TJ, where 
a is a constant and £ > 0, - ir/2 < -q < TT/2, 0 < <t> < 2 n. 
As shown in Fig. 1, £ = const represents the isotherms and i\ 
= const represents the heat flux lines. As required by their 
definition, they are orthogonal at every point in the domain. 
Under steady-state conditions, the heat conduction equation 
reduces to the following Laplace equation: 

1 
a2(sinh2£ +sin21))'/2 cosh £ 

— I cosh £ — 
an 3£ 

+ 
I 

a2(sinh2 £ + sin21?)1/2 cos i? 

+ 

dr) \ 

1 

; ( C 0 S " ^ ) 

a2 cosh2 £ cos2 -q dp 
= 0 (1) 

Assuming temperature to be independent of r; and <f>, the so
lution of the equation above with the following boundary 
conditions: T = 7, at £ =0 and T = T2 at £ = 1.15, is given 
by: 

T= 2.09 (r2-7,,)tan"'(exp(£)) + 2.641 Tx 

-1.6417a; 
and the heat flux is given by: 

A 
q 

for £<1.15 (2) 

exp(£) 
(3) (sinh2 £ + sin2

 v)
i/2 [ 1 + exp(2£) 

where A = 2.09/a k (T2 - Tt). 
As shown in Fig. 1, the calculated heat flux on the exposed 

surface between a and b is nearly constant and can be matched 
with the radiative and convective heat losses to the environment 
to obtain a constant surface temperature. This yields a max
imum temperature difference across the solid of 9.01 °C, which 
is considered to be nearly isothermal relative to the dimensions 
of the droplet. 
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Fig. 1 Ceramic block configuration: The isotherms correspond to £ = 
0, 0.55, 0.85, and 1.15. In the range (a-b), the heat flux lost from the 
exposed surface by convection and radiation is equal to the heat flux 
arriving at this surface from the heaters. The temperature of the heaters 
(109°C) was calculated to achieve this balance. The range (a-b) is the 
usable range for water droplet experiments and is much larger than the 
droplet diameter. 

HORIZONTAL SURFACE S P E B D CONTROLLER 

Fig. 2 Schematic of the experimental apparatus 

The above-described block was instrumented with several 
surface and in-depth thermocouples (Chromel-Alumel 76 itm 
diameter). These thermocouples were flattened to a film thick
ness of about 15 fim. Seven surface and six in-depth ther
mocouples were placed inside the mold. The location of the 
thermocouples prior to casting was measured to within ±0.1 
mm. Due to the uncertainties introduced during the casting 
process and shrinkage, the thermocouple locations were eval
uated by a least-squares fit to the steady-state temperatures. 
The thermocouple locations evaluated were very close to the 
measured values before casting. Attempts to determine the 
thermocouple locations radiographically by using x-rays were 
not successful. 

In order to compare the results of porous and nonporous 
solids under the same conditions, two identical solids were cast 
from the same material. The nonporous solid was obtained by 
spreading a small amount of solution of very fine ceramic 
powder of the same material on the surface of the porous solid. 
This procedure closes the surface pores, rendering the surface 
nonporous. It is important to emphasize that the thermal prop
erties of both solids were identical, making a direct comparison 
possible. 

As shown in Fig. 2, the ceramic block is heated by a heating 
mantle. In order to achieve good contact, the heating mantle 
had the dimensions of the ceramic block. Furthermore, the 
heating mantle has been configured to deliver the heat flux to 
the ceramic solid according to Eq. (3). The heating mantle and 
therefore the temperature of the ceramic block is controlled 
by a power variac. 

2.3 Droplet Generating System. Water droplets were 
generated by a high-quality motor-driven syringe. This ar

rangement is shown in Fig. 2. To obtain different droplet sizes, 
10, 12, 15, 19, and 25 gage stainless-steel needles were used. 
These needles were filed to a smooth flat tip. Care was taken 
to keep the main body of the syringe, which contains water, 
at ambient temperature (25 °C). 

The syringe plunger was driven by a 90 V DC gear motor 
whose speed was controlled by a speed controller. As the sy
ringe plunger slowly moved a droplet was formed on the tip 
of the needle and increased in size, until its weight becomes 
sufficient to detach it from the tip. 

The droplet generating system was calibrated using an elec
tronic digital scale (Mettler AE 100) with an accuracy of ±0.1 
mg. Different diameter needles were calibrated for droplet sizes 
at ambient temperature by individually weighing 15 droplets 
per droplet size. The deviation was found to be ±2 percent 
from the arithmetic mean. As an example, a 30 /xl droplet had 
a volume in the range 29.4-30.6 /xl. 

The motor-driven syringe system was placed on an adjustable 
height platform to facilitate the adjustment of the needle tip 
height from the hot solid surface. The adjustable range was 
from 0-19 cm. 

3 Experimental Procedure 
The experimental procedure consists of setting the variac to 

a fixed value to heat the ceramic block to the desired temper
ature and waiting for about 12 hours for the solid block to 
reach steady-state conditions. Water used for these experiments 
was double distilled, deionized, and degassed. The degassing 
process consists of boiling the water and cooling it under a 
vacuum (23 in. of mercury). Before starting the experiment, 
some water in the needle was ejected to ensure that the droplets 
were at ambient temperature (~25°C). 

Tests were performed with the initial surface temperature 
ranging from 75-200°C. The droplet was deposited gently on 
the heated surface from a release height of 6-9 mm (from the 
tip of the needle to the hot surface). This release height was 
varied to achieve a constant distance between the bottom of 
the droplet and the surface of the solid. The transient tem
perature data were collected by an HP data acquisition/control 
unit, which was linked to a DEC 11/73 microcomputer by an 
IEEE interface bus. 

A video camera was used to record the lifetime of the droplet 
on the hot surface. This recorded the droplet behavior during 
evaporation and provided a precise measurement of the droplet 
evaporation time and the droplet diameter on the hot surface. 

4 Results and Discussion 
Results of a typical test composed of three droplets are shown 

in Figs. 3 and 4. Transient surface and in-depth temperature 
measurements for a 30 a\ droplet are shown in Figs. 3(a) and 
1(b) for a nonporous solid, and in Figs. 4(a) and 4(fo) for a 
porous solid. These figures show the repeatability of the ex
perimental measurements during the droplet evaporation proc
ess. Figures 3(a) and 4(a) also show the uniformity of surface 
temperature prior to droplet impact. 

Individual traces of surface and in-depth temperatures for 
different droplet sizes and for different initial surface tem
peratures were obtained and plotted in a nondimensional form. 
Figures 5 and 6 show plots of nondimensional surface and in-
depth temperatures [6 = (T - Te)/(TS - Te) versus non-
dimensional time [t* = t/r] for nonporous and porous solids, 
respectively. The nondimensional temperature 6 was chosen 
because 6 versus t * curves for initial solid surface temperatures 
(Ts) less than 164°C and droplet sizes greater than 20 ill, fall 
approximately on top of one another. This suggests that the 
almost constant surface temperature (Te) obtained after the 
droplet contact and the droplet duration on the surface (r) are 
important parameters for describing the droplet cooling effect 
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for both nonporous and porous solids. Note that most of the 
cooling for the nonporous solid was accomplished in the time 
interval T, but for the porous solid it took approximately seven 
such time intervals for the same droplet size. This is primarily 
because r for the porous solid is significantly shorter. The 
droplet on the porous solid quickly disappears from the surface 
due to in-depth absorption but continues to.evaporate inside 
the solid. It seems that T is controlled by the droplet size and 
d is a measure of the heat transfer rate. Also, for a limited 
range of Ts, the evaporation process is similar for different 
size droplets. 

For both the porous and the nonporous solids at an initial 
surface temperature Ts < 164°C (when the theoretical contact 
temperature < 100°C), the hot surface is immediately cooled 
to the theoretical contact temperature upon contact with the 
droplet. This indicates that boiling does not occur at the instant 
of initial contact. It also indicates that the thermal properties 
of both the porous and nonporous solids are the same. Thus, 
a direct comparison is possible. For Ts> 164°C, the measured 
constant temperature is approximately constant (at a value 
slightly greater than the saturation temperature for water at 
atmospheric pressure) and lower than the theoretical contact 
temperature. This indicates that boiling starts at the instant of 
initial contact. Seki et al. (1978) found that on stainless steel, 
the measured contact temperature increases with increase in 
the surface temperature up to 200°C, and was in agreement 
with the theoretical contact temperature. For 200 < Ts < 
300°C, they found that the measured contact temperature was 
less than the theoretically calculated contact temperature. The 
present results for the ceramic are in qualitative agreement 
with Seki's data except that the present data show a deviation 
from the theoretical value at 164° C rather than at 200 °C due 
to the differences in the thermal properties of steel and the 
ceramic solid. 

After achieving the contact temperature, the solid surface 
approaches the "equilibrium temperature" (interface temper
ature during evaporation). During the evaporation period the 
thermal behaviors of the porous and nonporous solids are 
different. These differences are described below. 

300-

i> 200-

a 
o 

u 
o 
ft 
cd 
i> 
H 

100-

400-

<D 3 0 0 

E- 200 

> 
o 
S loo
ts 

60 

J. 
8 BO 

Non-Porous 
G-O Poroua 

lao ' l io i$o leo leo BOO 

Initial Solid Surface Temperature (C) 

80 100 120 140 160 180 200 220 

Initial Solid Surface Temperature (C) 

Non-Porous 
G-O Porous 

WO 180 lio lfo 180 100 BOO 8 
Initial Solid Surfaoa Temperature (C) 

120 140 160 1B0 200 220 

Initial Solid Surface Temperature (C) 
Fig. 7 Evaporation time and recovery time as a function of the initial 
solid surface temperature and droplet volume for porous and nonporous 
solids. Open symbols represent a porous solid and shaded symbols 
represent a nonporous solid. Symbol definitions are as follows: T and 
v —51 pi; • and o— 43 /tl; a and a—30 pi; A and A — 19/.I; « and 
o - 1 0 M l . 

4.1 Nonporous Solid. Measurements show that for Ts = 
75°C, the surface and in-depth temperatures remain nearly 
constant during the droplet evaporation process. This implies 
that the heat flux during the evaporation period is also nearly 
constant. For 100 < Ts < 175 °C, the interface temperature 
remains nearly constant until a critical droplet thickness (5 *) 
is reached on the hot surface. Then, the temperature starts to 
decrease sharply until the droplet has completely evaporated 
as shown in Fig. 5(a). This sharp decrease in the surface tem
perature implies an increase in the evaporation rate. As the 
droplet thickness becomes small, the heat transfer through the 
droplet increases, allowing more evaporation to take place 
from the top surface of the droplet. Since water has relatively 
low thermal conductivity the critical droplet thickness (8 *) is 
quite small. After the droplet has completely evaporated, the 
solid recovers quickly to its initial surface temperature. The 
time for evaporation after the droplet has achieved the critical 
thickness is approximately the same for different droplet sizes 
at a specified initial surface temperature. For initial surface 
temperature of 100°C, this time is approximately 25 seconds. 
As the initial surface temperature increases this time decreases 
due to higher heat flux. 

For Ts > 200°C, the evaporation times are very short due 
to high heat transfer rates caused by high temperatures and 
small droplet thickness (i.e., large droplet diameter on the 
surface) resulting from lower surface tension. Thus, the surface 
temperature first drops to a temperature a few degrees above 
the saturation temperature of water and then it quickly recovers 
to its initial value. 

4.2 Porous Solid. For porous materials the interface tem
perature never clearly attains an equilibrium value. Both the 
surface and the in-depth temperatures continue to decrease 
until the droplet vanishes from the surface (as seen in Figs. 6a 
and 6b). The time taken for the droplet to vanish from the 
surface is defined as the evaporation time. By this time a part 
of the droplet has already been evaporated, and the rest has 
penetrated in both the axial and the radial directions. The effect 
of the droplet penetration is clear from following two obser
vations: (0 A thermocouple in the porous matrix at the same 
location as the nonporous matrix cools faster under otherwise 
identical conditions. This implies that, for the porous matrix, 
there must be an energy sink in the neighborhood of the ther
mocouple, thus confirming the in-depth penetration of mois
ture, (ii) The evaporation time for the porous case is lower 
than the nonporous case for the same droplet size and under 
the same condition. After the droplet vanishes from the sur
face, the porous solid recovers slowly, as opposed to the quick, 
pure conduction recovery for the nonporous solid. The porous 
in-depth temperature profiles during recovery are not as smooth 
as the nonporous solid, due to the migration of moisture inside 
the matrix (as can be seen from Figs. 4b and 6b). The presence 
of the moisture changes the effective thermal properties of the 
solid. This change makes the thermal recovery not only dif
ferent but also longer than that of the nonporous solid. 

The evaporation time for various droplet sizes versus initial 
solid surface temperature is shown in Fig. 7(a). The evapo
ration time is a function of the droplet size and the initial 
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surface temperature. As expected, the lower the initial surface 
temperature and the larger the droplet volume, the more time 
required to evaporate the droplet. For Ts ^ 164°C the evap
oration time of the nonporous is larger than the porous. For 
Ts> 164°C the evaporation time for the porous solid is larger. 
For this range the parameter B (which is the ratio of maximum 
diameter of the droplet on the surface to the original droplet 
diameter) for the nonporous solid was larger than for the 
porous solid (see Fig. 9b). Generally, the evaporation time on 
the nonporous solid is larger than the porous solid for the 
same droplet under the same conditions. This indicates that 
to maintain the same surface temperature of hot porous and 
nonporous solids, the porous solid needs droplets at a higher 
frequency. 

The recovery time is shown in Fig. 1(b). This time is defined 
as the time for the surface to recover to its initial temperature. 
This time was determined by evaluating the time it took the 
surface temperature to recover to 20 percent of the maximum 
temperature drop. The maximum temperature drop is the dif
ference between the initial surface temperature and the equi
librium temperature of the thermocouple underneath the 
evaporating droplet. The nonporous solid took slightly less 
time to recover than the porous solid despite the fact that for 
the nonporous solid, the evaporation process is steady and the 
evaporation time is larger. 

Figures 8(a) and S(b) show the nondimensional maximum 
radial (x/rd) and axial (z/rd) influence distances of a single 
droplet plotted against the initial surface temperature. The 
influence distance encloses all locations where the temperature 
drop due to the droplet evaporation is at least 20 percent of 
the maximum temperature drop, i.e., the nondimensional tem
perature 6 = 0.8. Figures 8(a) and 8(b) show that the influence 
distance decreases at higher solid temperatures since more en
ergy is available to evaporate the droplet. Also these influence 
distances are larger for the porous solid. Thus, while the evap-
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oration time for the porous solid is shorter, the influence dis
tance is larger. Hence, to maintain the same surface 
temperature, droplets can be spaced farther apart but need to 
be applied more frequently on a porous solid than on a non
porous solid. This has important implications regarding design 
of sprinklers for fire extinguishment. 

The nondimensional maximum volume of influence (V-,/V) 
is shown in Fig. 9(a). This quantifies the cooling effect of a 
single droplet. The volume of influence is defined as the volume 
of the semi-oblate spheroid formed by the axial and radial 
influence distances. Due to the low thermal conductivity/dif-
fusivity of the ceramic solid, the droplet will produce intense 
local cooling. Thus, the influence zone or volume is expected 
to be lower than for high-conductivity materials. The influence 
zone of the porous solid is larger than the nonporous solid 
due to penetration of the water into the solid matrix. This 
causes more cooling in both the radial and the axial directions. 
Figure 9(a) shows that the nonporous solid at Ts < 100°C 
cools more with a 10 nl droplet than with larger droplets. This 
is because the evaporation process for larger droplets attains 
a steady state and the extra fluid in the larger droplets just 
increases the evaporation time. This phenomenon was not ob
served in porous solids because the evaporation process never 
quite attains a steady state. 

Figure 9(b) shows the parameter B plotted against the initial 
solid surface temperature. This parameter is defined as the 
ratio of maximum droplet diameter during evaporation to the 
droplet diameter before impact. The diameter of the droplet 
on the surface was determined from the measured maximum 
wetted area. As the surface temperature increases, B tends to 
increase due to a decrease in the surface tension. Figure 9(b) 
shows a reversal of trend between porous and nonporous ma-
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terials for Ts > 164°C. As indicated before, in this temperature 
range, boiling occurs at the instant of droplet contact with the 
solid surface. For the case of the nonporous solid, the droplets 
explode due to intense vapor formation between the droplet 
and the solid surface causing it to spread more than the porous 
case (larger B). This results in larger radial cooling (see Fig. 
8a) and smaller evaporation time (see Fig. la). On the other 
hand the droplets on the porous solid did not explode due to 
the presence of voids in the solid, which permits part of the 
droplet to migrate into the solid matrix. This results in a smaller 
droplet diameter on the surface (smaller B), smaller radial 
cooling and larger evaporation time. In short, for Ts > 164°C 
the droplet starts boiling at the instant of contact with the 
solid surface, causing a reversal between porous and nonporous 
material in terms of the parameter B, their evaporation time, 
and their radial cooling. 

4.3 Heat Transfer During Droplet Evaporation. The heat 
transfer characteristics during the evaporation of single drop
lets on the nonporous solid for temperatures ranging from 75-
325°C were determined from the transient measurements of 
surface and in-depth solid temperatures, and the droplet di
ameter on the solid surface. 

Surface and in-depth temperature measurements during 
droplet evaporation show that isotherms and the heat flux lines 
inside the solid matrix may be approximated by an oblate 
spheroidal coordinate system. In such a coordinate system a 
temperature distribution [adapted from Keltner (1973)] is given 
by: 

m,t*) = 
2(Te-Ts) 

' 2 « c o r ' f + Ts (4) 

dimensionless time, a is the thermal diffusivity, R is the radius 
of the disk, Ts and Te, respectively, are the solid surface tem
peratures before and after the step change and 5 is the pene
tration depth. This is the solution for a step change in 
temperature over a disk-shaped area on the surface of a half-
space. Using this equation, temperatures were evaluated at 
various locations and at different times. The results were in 
good agreement with the measured values. From Eq. (4) it can 
be shown that the rate at which heat arrives at the surface (Q) 
is given by the following equation: 

(5) Q = ARK(Te-Ts)[\ + 

where £ represents the isothermal lines, t* = ctt/R1 is the 

The instantaneous average evaporative heat flux is then de
termined by dividing Q by the instantaneous wetted area. The 
instantaneous evaporation rate may also be determined from 
Q by dividing it by the heat of evaporation. 

The average evaporative heat flux and the average evapo
rative mass flux were correlated with the initial solid surface 
temperature as shown in Figs. 10(tf) and 10(b). Both quantities 
follow the same pattern: the higher the initial surface tem
perature and the smaller the droplet, the higher the average 
evaporative heat flux and the average evaporative mass flux. 
This is because at higher temperatures, more energy is available 
for droplet evaporation, and small droplets have larger con
ductance due to their smaller thickness on the hot surface. 
Figures 10(a) and 10(b) also show a slight decrease in both 
quantities for Ts > 300°C. Since this temperature corresponds 
to the maximum average evaporative heat flux and the mini
mum evaporative time, it is likely the beginning of the tran
sition regime. Unfortunately, the experiments could not be 
continued for higher temperatures (i.e., in the transition re
gime), due to the burnout of the heating mantle. 

5 Conclusions 
The following conclusions are apparent from this study: 
1 The only similarity in the thermal behavior of both po

rous and nonporous solids is the agreement in the experimental 
contact temperature. This is because it occurs during the initial 
contact when the droplet sees both solids as a semi-infinite 
body. 

2 The theoretical and experimental contact temperatures 
are in good agreement up to the boiling point of water. They 
then diverge with the experimental contact temperature be
coming roughly constant at a value slightly greater than the 
boiling point. 

3 During the droplet evaporation process, surface, and in-
depth temperatures for the nonporous solid remain nearly con
stant, whereas for the porous solid there was a continuous 
decrease in these temperatures. 

4 The evaporation time is longer for the nonporous solid 
than for the porous solid for the same droplet diameter and 
under identical conditions. On the other hand the envelope of 
droplet influence was larger for the porous solid. These results 
confirm the in-depth cooling of the porous solid due to water 
penetration. These results also show that to maintain the sur
face temperature below a specified temperature for fire extin
guishment, water droplets on a porous solid may be placed 
farther apart but they must be applied more frequently. 

.5 Smaller droplets are more efficient for cooling nonpo
rous solids at or below 100°C. This is because the evaporation 
process for larger droplets attains a steady state and the extra 
fluid in the larger droplets just increases the evaporation time. 
This phenomenon was not observed in the porous solid because 
the evaporation process never quite attains a steady value. 

6 For the nonporous solid, the instantaneous evaporation 
rate and the instantaneous average evaporative heat fluxes were 
determined from the transient measurements of surface and 
in-depth solid temperatures, and the droplet diameter on the 
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solid surface. Although the total heat transfer is more for larger 
droplets, the average evaporative heat flux is higher for smaller 
droplets. This is because small droplets have a large conduct
ance due to their smaller thickness on the hot surface. 
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The Melting of an Ice Shell on a 
Heated Horizontal Cylinder 
This paper describes the fundamentals of melting when a shell of phase-change 
material rides on a heated horizontal cylinder. In the first part of the paper, contact 
melting theory is used to predict the history of the melting process and, in particular, 
the time when the remaining ice falls off the cylinder. It is shown that the melting 
process consists of two distinct regimes, first, an early regime when the cylinder is 
surrounded by ice and, second, a late regime when the cylinder cuts through the 
top of the ice shell. The second part describes laboratory measurements that validate 
the theory. The third part of the paper shows that in the complete cycle that starts 
with freezing the shell and ends with the contact-melting removal of the shell, there 
exists an optimal frozen shell thickness such that the cycle-averaged production of 
ice is maximized. 

1 Introduction 
The objective of this paper is to present the most basic 

features of the phenomenon in which a cylindrical shell of 
phase-change material melts as it rides on a heated horizontal 
cylinder. A common way of visualizing this phenomenon is 
by looking at the melting (defrosting) of the ice that forms 
around the horizontal evaporator tubes inside the freezer of a 
household refrigerator. In fact, this example is also the tech
nological problem that triggered our interest in this phenom
enon (Lim, 1992). 

The formation of frost (and, later, ice) on the evaporator 
tubes leads to an increase in the thermal resistance between 
the cold space and the even colder evaporator surface. As this 
resistance increases, the temperature of the evaporator surface 
must decrease to continue to extract the appropriate refrig
eration load out of the cold space. At the same time, the 
refrigerator works harder (i.e., less efficiently) as the com
pressor uses more electrical power to maintain the cold space 
at the prescribed temperature level. Methods of coping with 
the formation of ice on the evaporator surface constitute a 
critical technology in the development of modern domestic 
refrigerators and freezers (Bejan et al., 1994). The most com
mon de-icing method consists of interrupting the refrigeration 
cycle after a certain interval of operation, and then heating 
the evaporator tubes (electrically, or by convection, or by re
verse cycling) to melt the ice layer. The melting of ice on 
horizontal tubes is also a method of ice manufacturing, on 
which we focus in section 5. 

In addition to the fact that it is technologically important, 
the melting of a shell on a horizontal cylinder represents a new 
phenomenon on the background of what is currently known 
in contact-melting heat transfer. The current state of contact-
melting heat transfer research was reviewed recently (Bejan, 
1994). The available studies dealt with melting inside heated 
capsules (e.g., Nicholas and Bayazitoglu, 1980; Bareiss and 
Beer, 1984; Prasad and Sengupta, 1987; Roy and Sengupta, 
1987; Bahrami and Wang, 1987; Webb et al., 1987), and the 
movement of heated bodies through solid phase-change media 
(e.g., Emerman and Turcotte, 1983; Moallemi and Viskanta, 

1985a, b). The melting heat transfer along plane surfaces with 
relative motion was studied as well (e.g., Bejan, 1989). The 
shell-on-cylinder configuration documented in this paper dif
fers fundamentally from the melting around an embedded 
horizontal cylinder (Moallemi and Viskanta, 1985a, b) because 
the heated cylinder cuts through the top of the ice shell, and 
the shape and length of the contact melting region are time 
dependent. 

2 The First Regime: The Cylinder Is Surrounded by 
Ice 

Consider first the early stages of the melting process, when 
the cylindrical heater has not penetrated yet through the top 
of the ice sleeve (Fig. 1). We assume that the natural convection 
melting at the outer surface of the ice is negligible when com
pared with the melting caused by the internal heater. This 

hot cylinder 

ice sleeve 
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Fig. 1 Cross section through the cylinder and ice sleeve in the first 
regime: the ice surrounds the cylinder 
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Table 1 The precision, bias, and uncertainty limits of the measure
ments reported in Fig. 6. 
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0.09 

0.23 
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0.17 
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0.19 

0.29 

0.29 

assumption is supported by laboratory observations of the 
melting process, as shown in the last paragraph of section 4. 

The evolution of the melting process can be described in 
terms of the distance x that develops between the center of the 
heater cross section and the original center of the annular cross 
section of the ice. The assumption that the ice shell does not 
tilt is particularly good. It was confirmed by each of the 40 
melting experiments of section 4, where we observed that the 
ice sample remained horizontal. Our description of the func
tion x(t) begins with the observation that the solution reported 
by Moallemi and Viskanta (1985a) for the steady sinking of a 
hot cylinder through a block of solid phase-change material 
can be used to deduce the instantaneous speed dx/dt in the 
early regime of the present configuration. Specifically, Moal
lemi and Viskanta's solution for S t e « 1 means that 

Ri dx 

ct' dt~ 

SirgApR] Ste3' 

16 pa 
(1) 

in which the Stefan number is Ste = c(T„ - T„,)/hSf, and R, is 
the radius of the hot cylinder. In Moallemi and Viskanta's 
analysis Ap is the difference between the density of the sinking 
cylinder and the density of the surrounding liquid film, so that 
the net force with which the cylinder presses against the phase-
change material is gApirRl The equivalent net force between 
the falling ice and the stationary cylinder in Fig. 1 is gpsAu 

where ps is the density of ice, R is the outer radius of the ice 
annulus, and A{ is the total instantaneous area of the ice cross 
section, 

Ai = -K(R2-R])-2RiX (2) 

This A i estimate is based on the assumption that the melt water 
is drained axially, so that the space created under the cylinder 
is occupied by air. This is a very good assumption, which was 
confirmed in each of the 40 melting experiments described in 
section 4. 

- T = t2 

the second regime 

the first regime 

Fig. 2 The travel of the ice sleeve relative to the cylinder 

We assumed further that the underside heat transfer through 
the crescent-shaped space filled with air is negligible, i.e., that 
most of the melting experienced by the ice sleeve is due to the 
direct contact with the upper half of the hot cylinder. This last 
assumption appears also in Moallemi and Viskanta's (1985a) 
analysis of the sinking hot cylinder, and in Emerman and 
Turcotte's (1983) analysis of the sinking hot sphere. Its validity 
was demonstrated by Moallemi and Viskanta's experiments 
with a cylinder sinking into solid n-octadecane. 

In conclusion, we can substitute ps Ai/irRjin place of Ap in 
Eq. (1), and obtain the following equation for the instanta
neous position of the ice sleeve: 

, t / - \ 1/4 

^ n\ [ ^_ 1 ) _ 2 f ] . /4 (3) dr 

(4) 

(5) 

The new dimensionless variables are defined by writing 

Equation (3) can be integrated from T = 0, where £ = 0, to 
obtain 

l=f (r2-D-| W-l)]3 / 4- |51 / 4rj^ (6) 

Figure 2 shows that when described in terms of the dimen-
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Fig. 3 The time marking the end of the first regime, T,, and the time 
when the remaining ice falls off the cylinder, T2. The experimental data 
show the time T2(r) measured in Fig. 6. 

h^R,H 

Fig. 4 Cross section through the cylinder and the hanging ice in the 
second regime: The cylinder is visible through the top of the ice sleeve 

sionless £ and T, the fall of the ice sleeve depends also on the 
radius ratio r. The regime described by Eq. (6) and pictured 
in Fig. 1 is represented by the nearly straight portions of the 
curves drawn in Fig. 2. This first regime ends when x = R -
Ri, or £ = r - 1. This occurs at the time T1; which is obtained 
by substituting i- = /• — 1 in Eq. (6): 

[ [7 r (^ - l ) ] 3 / 4 - [ 7 r ( r 2 - l )~2 ( / - - l ) ] 3 (7) 

This time is reported as TX versus r in Fig. 3. As expected, T\ 
increases as the original thickness of the ice annulus increases. 

3 The Second Regime: the Cylinder Cuts Through the 
Top of the Ice Sleeve 

We now turn our attention to the accelerated fall of the ice 
sleeve at times T greater than TJ, when the hot cylinder can be 
seen through the top of the ice sleeve. This second regime is 
illustrated in Fig. 4. The angle of contact 6 decreases from 6 
= ir/2 at T = T\, to 6 = 0 at the T2 end of the contact melting 
process, when the remaining ice falls off the cylinder. 

The travel of the ice body in the second regime can be 
anticipated based on contact melting theory, which is an anal
ysis that combines the thin-film lubrication of the water layer 
of thickness 8(y). with the conservation of energy at the melting 
front represented by x = 8. The curvilinear system of coor
dinates (X, y) is defined on the left side of Fig. 4. One new 
aspect of the present contact melting phenomenon is the fact 
that the length (Rid) and shape of the contact melting region 
change as melting progresses. 

The flow of water in the region of contact is governed by 
the Reynolds-type equation 

dP_ dlv 
dy'^dx2 (8) 

in which v is the velocity component in the y (or /3) direction. 
The v(x, y) distribution is obtained by solving Eq. (8) subject 
to no slip (v = 0) on the cylinder (x = 0), and at the melting 
front (x = <5). The second of these conditions means that the 
ice velocity dx/dt is small relative to the water peripheral ve
locity. The resulting velocity distribution is 

v = — — (x2-x5) 
2ju dy 

Mass conservation requires that du/dx = 

du 

ai" 2^ 
(8-x)x- — 8 x 

2JX 

(9) 

- dv/dy, or that 

(10) 

where 

G(y) = 
dP 

'dy 
a n d ( ) ' -j-A) 

dy 
(11) 

By integrating Eq. (10) in x, and invoking the impermeable 
cylinder condition u = 0 at x = 0, and the melting condition 
u = — (dx/dt) sin j3 at x = 5, we obtain 

12ft SH-!*"" (12) 

A second relation between the ice speed and the water film 
thickness is the conservation of energy at the melting front, 

dx . k(T, 
g — sin p = — 

dt phsf 

T,„) 
(13) 

This energy balance is based on the assumption that the film 
is thin enough so that convection in they direction is negligible, 
i.e., that the temperature varies linearly across the water_film. 
This assumption is valid when the Peclet number v 8/a is 
smaller than 1, where v and 5 are the orders of magnitude (or 
average values) of v and 8. It is worth noting that the small 
Peclet number assumption is compatible with the Reynolds 
Eq. (8), which is valid when the Reynolds number v 8/v is 
smaller than 1. 

Beyond this point we can replace y with R, (3 in Eq. (12), 
and eliminate 5 between Eqs. (12) and (13). We integrate the 
resulting equation twice in /3, and obtain the pressure distri
bution along one of the two contact regions, 

P((3)-P(0) = 3nRf [j( 
Ph. V_ 

k(Tw Tm) 
$08, 6) (14) 

where 

*<a m • 4 a • 4fl cosi3(sinzj3 + 2 ) - 2 
*(/?, 6) = sm4 0 - sm40 . 2 cos 0(sin 6 + 2) - 2 

(15) 

This pressure distribution supports the weight of the ice shaded 
as area A2 in Fig. 4, 

P,gA2=\ [P03)-P(0)]i?,sinM3 (16) 

In terms of the dimensionless travel £ and time r defined in 
Eqs. (4) and (5), the result of combining Eqs. (14) and (16) 
reads 

dr \ 3 ^ 

where 4/(6) and a (6, r) are given by 

(17) 
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iK0)= *(|3, 0)sin (5 d/3 

sin40(l — sin40 + cos20 - 2 cos 0) 
4 

cos0(sin20 + 2 ) - 2 

- - sin4 6 cos 8 -

A ir , •K 

— cos 0(sinz0 + 2) + — 

(18) 

" ( M = i = rT^ri s i n " 
COS d\ £ 

+ - cos 
r I 2 

The relation between £ and 0 is purely geometric, 

/ • 2 - l - g 2 ' 

2£ 

(19) 

(20) 

t. (< 

Finally, we can integrate Eq. (17) from the beginning of the 
second regime (T = T,, when £ = /• - 1) by using Eqs. (18)-
(20): 

3 ^ ) d£ = r - n (21) 

This integral was evaluated numerically, and plotted in Fig. 2 
as the r>Ti continuations of the curves obtained for the first 
regime. These extensions of the £(T, r) curves show that the 
ice speed d£/dr increases dramatically as the remaining ice 
falls off, i.e., as 0—0. In the same 0 limit £ approaches (r1 

-1 ) 1 / 2 , and this means that the time T2 when the ice falls off 
the cylinder is given by 

T2 = T\ + 

( r 2 - l ) L 

^ 
rf£ (22) 

This time was calculated numerically and plotted in Fig. 3. 
As expected, the ice removal time T2 increases as the thickness 
of the original ice layer increases. Important to note, however, 
is that the final time r2 is considerably shorter than the time 
that might have been estimated by extrapolating to £ = (r2 

- 1)1/2 the nearly straight portion of the £ (T) curve associated 
with the first regime. In other words, an accurate estimate of 
the total melting time T2 is possible only if the theory accounts 
also for the second regime. This observation is most critical 
when r is only slightly greater than 1, i.e., when the ice shell 
is relatively thin, and a larger share of the melting time is taken 
by the second regime. 

To summarize the theoretical progress made until now, there 
are two distinct regimens in the melting process of Fig. 1. 
During the first regime the ice shell surrounds the cylinder (i.e., 
it is not cut yet). The first regime is analogous to Moallemi 
and Viskanta's (1985a) sinking cylinder problem. This is why 
we did not redo their analysis: We simply translated their 
solution into our coordinates and notation (section 2). The 
second regime begins when the cylinder cuts through the ice. 
It is the second regime that differs fundamentally from Moal
lemi and Viskanta's because: (0 The leading nose of the cyl
inder no longer pushes against ice, and (if) the contact melting 
regions (one on each side) become shorter in time. To analyze 
the second regime we had to construct a contact melting anal
ysis that accounted for the time dependence of the contact 
melting regions. The similarity between the present analysis 
and Moallemi and Viskanta's is that both are contact melting 
theories. There have been several contact melting analyses pub
lished during the past two decades, as shown in a recent review 
(Bejan, 1994). 

6 mm 

_> <_40rr 

heated cylinder 
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Fig. 5 The experimental apparatus (top), and the design of the heated 
cylinder (bottom) 

4 Experiments 
The theoretical melting rates and ice removal times devel

oped above were validated through measurements made in the 
laboratory. The experimental apparatus is shown schematically 
in Fig. 5. An adjustable support structure was constructed on 
a horizontal table. The heated cylinder was aligned horizontally 
and held from one end, such that the melting of the annular 
ice sample could be viewed from the free end. The downward 
movement of the ice sample could be seen (and measured) 
against a vertical cardboard screen, which was painted white 
and covered with a square grid of size 2 mm X 2 mm. 

The design of the heated cylinder is shown in the lower part 
of Fig. 5. The electric heater (CHROMALOX model 3618K532, 
maximum power 450 W at 120 V) was inserted with a tight fit 
inside a brass tube with an outer diameter of 12 mm. Four 
thermocouples [copper-constantan type TT-T-30 (special) were 
embedded in the outer surface of the brass tube, over the central 
section of the tube on which the ice sample would ride. Three 
thermocouples were positioned along the top of the brass tube, 
and the fourth was placed at the lowest point on the wetted 
perimeter. The thermocouple leads were buried in axial grooves, 
covered with high-conductivity epoxy, and taken out through 
the held end of the tube. The thermocouples were referenced 
to the ice point, and their voltages were measured with a re
cording multimeter. The function of the thermocouples was 
to measure the temperature of the contact melting surface, 
i.e., under the ice contact, not around the entire cylinder. We 
made only the measurements that were relevant to testing the 
theory. 

The ice sample was shaped as a cylindrical shell with an 
inside diameter of 12 mm and axial length of 45 mm. Three 
different outer diameters were used, such that the radius ratio 
had the values r = 3, 5, and 6.83. Each sample was frozen in 
a special mold. During each melting run, the ice sample was 
sandwiched axially between two transparent acrylic disks, which 
rode with a relatively close fit on the heated cylinder. The 
function of these disks was to keep the axis of the ice sample 
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horizontal during the melting process, and to permit the view
ing of the downward movement of the sample cross section. 

The power input to the electric heater was held constant 
during each melting run. Three power settings were used (3.35 
W, 12.9 W, and 29.7 W) during all the runs. The total number 
of runs was 40. 

Two identical samples were melted one after the other during 
one run. The function of the first sample was to bring the 
temperature of the cylinder to a steady-state value, which oc
curred at about 1.5 minutes during its melting time. The first 
sample was left on the cylinder for 4 minutes, after which it 
was pulled out and replaced immediately with the second sam
ple. This moment marked the start of the melting run, / = 0. 
The melting time of the second sample was 9 minutes and 35 
seconds when r = 6.83 (29.7 W power setting), and 11 minutes 
and 5 seconds when r = 3 (3.35 W power setting). 

It was assumed that during the melting of the second sample 
the ice was essentially isothermal at the melting point, i.e., 
that the subcooling of the ice during the run is negligible. This 
assumption is based on the fact that the second sample sat in 
room air more than 10 minutes before the melting run, and 
that the time of thermal diffusion across the sample is of the 
order of 1 minute. Furthermore, the ice sample was made in 
a mold placed in a freezer at - 8 ° C . Before the melting run, 
the mold (with the ice sample in it) was held for 30 minutes 
or more in a bath of water and crushed ice, until the ice sample 
could be pulled out of the mold, i.e., until it could be pulled 
off the cylinder on which it was frozen. We were confident 
that when the ice sample came off it was nearly at 0°C, such 
that we could regard the subcooling effect as negligible. 

The vertical position of the sample, and the thermocouples 
were read at equal time intervals (60 seconds) until the sample 
fell off the cylinder. The temperature readings were steady. 
The three upper thermocouples furnished voltage readings that 
agreed within 5 percent. The maximum discrepancy between 
the upper thermocouples and the bottom one was 10 percent: 
This occurred toward the end of the run, when the bottom 
half of the perimeter was in contact with air. For example, in 
the runs conducted with r = 3 samples (3.35 W power setting) 
the 5-10 percent discrepancy between the voltage readings of 
the two thermocouples meant that the temperature on the crest 
of the cylinder was 0.2°C, and at the bottom 0.22°C. 

Ten runs with the same power setting and ice sample size 
are responsible for each of the experimental (£, r) points plotted 
in Fig. 6. The precision and bias limits in the measurements 
of £ and T were calculated using the propagation equation of 
Kline and McClintock (1953) [see also Eqs. (4) and (5) in the 
editorial in the ASME JOURNAL OF HEAT TRANSFER, Vol. 115, 
p. 6]: 

PrJ PT„ BTJ BTW 

T 4(TW-Tm) T 4(TW-TJ 

Pt=-^Px 
i Ri 

B^iB* 

(23) 

(24) 

In the calculation of the uncertainty limits for the measured 
nondimensional time T, the contributions made by the precision 
and bias limits of t, R„ and the tabulated physical properties 
were found to be negligible relative to the precision and bias 
limits of Tw. The wall temperature T„ was of the order of 1°C 
in all the runs. The instrumented cylinder was tested by im
mersing it for one hour in an ice-water bath, and taking voltage 
readings from the thermocouples once every 10 minutes. The 
readings were sufficiently reproducible such that the largest 
deviation from 0°C was 0.01 °C. Since our experimental meas
urements were to take place only in the close vicinity of 0°C, 
we regarded 0.01°C as the bias limit. The voltmeter used during 
this preliminary procedure and during all the runs was able to 
measure voltages as small as 10~9 V. 

Similarly, in the calculation of the uncertainty limits for the 
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Fig. 6 Comparison between the experimental measurements and the 
theoretical ice movement versus time 

measured nondimensional displacement £, the contributions 
due to the precision and bias limits ofR, were negligible relative 
to those of the actual displacement, x. A bias limit of ± 1 mm 
for x was taken as half of the distance between two horizontal 
grid lines on the vertical cardboard screen. 

The precision limits for both temperature and displacement 
were calculated as 2 times the standard deviation of each set 
(10 values per set) of observations for Tw and x. The uncertainty 
limits for T and £ were calculated with the following formulas, 
and the results are summarized in Table 1: 

Ur Pr + '7 U^iPl + B])1 (25) 

Figure 6 shows that there is good qualitative and quantitative 
agreement between the theoretical curves and the experiments 
data, especially during the first regime when the cylinder is 
surrounded by ice. The time when the ice sample fell off the 
cylinder is generally 15 percent longer than the theoretical time 
T2 based on Eq. (22) (see also Fig. 3). The calculated uncer
tainties turned out to be of the same order of magnitude as 
the relative mismatch between the experimental and theoretical 
data. 

The ice samples did not break during the final moments of 
their ride on the cylinder. They did not even chip or crack. 
Every one of the 40 melting runs was smooth and continuous, 
as in the theory presented in section 3. 

Figure 6 shows also that the melting rate is approximately 
constant during the run, because most of the melting time is 
taken by the first regime, which is quasi-steady. The second 
regime is considerably shorter. This is why the surface tem
perature was steady during the melting run. 

Finally, we can show by means of a numerical example that 
natural convection had a negligible effect on the melting of 
the ice sample. This was one of the assumptions on which the 
theory of sections 2 and 3 was built. Consider the ice sample 
with r = 3, which had an outer diameter D = 36 mm. If the 
room air temperature is 20°C, and if the air properties are 
evaluated at the film temperature, we obtain Ra^ s 1.2 x 
105, and the average heat flux q" = 800 W/m2. To melt an 
ice shell that is 12 mm thick, this heat flux would require 1.3 
.hours, i.e., a time that is roughly 30 times longer than the life 
of the sample during the melting run. 

5 Optimal Ice Sleeve Radius for Maximum Ice Pro
duction 

The analytical and experimental work described until now 
showed that the time required by the complete removal of the 
ice sleeve (t2, or T2 in Fig. 3) increases with the ice outer radius 
{R, or r = R/Ri). This relationship has an interesting and very 
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Fig. 7 The effect of the ice sleeve radius on the rate of ice production 
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Fig. 8 The optimal ice shell radius for maximum rate of ice production 

basic implication in the design of an ice manufacturing process 
that relies on the horizontal cylinder configuration of Fig. 1. 
We will show that the ice production rate averaged over time 
is maximum when the thickness of the ice shell has an optimal 
value. 

One way to freeze a shell of outer radius R on a cylinder of 
radius R, is by immersing the cylinder in water at the freezing 
point (Tm), and cooling the cylinder to a lower temperature 
(Tc). The latter can be accomplished by passing a refrigerant 
through the pipe of radius R,. In applications involving the 
freezing of water, the freezing Stefan number Ste^ = cs 

(Tm-Tc)/hSf is considerably smaller than 1. For such appli
cations, the relationship between the time t0 required to freeze 
a shell of outer radius R = rRj is given by (Carslaw and Jaeger, 
1959) 

4kATm-Tc)t0 = 2r2\nr-r1+l (26) 
PshsfRi 

The freezing time t0 can be nondimensionalized as T0 in ac 
cordance with Eq. (5), so that Eq. (26) becomes 

70 = ^ ( 2 ^ In r - ^ + l ) (27) 

The dimensionless group B represents a comparison of the 
properties of the ice shell during the freezing process with the 
properties of the water film during the melting process: 

as Ste, (p\ lM (va Ste\ ' / 4 

The total duration of a freezing and ice-removal cycle is t0 

+ t2, or T0 + T2. The amount of ice produced during one such 
cycle is proportional to the area 2A2 at the end of contact 
melting (6 = 0, Fig. 4). In accordance with Eq. (19), the 
dimensionless quantity that is proportional to this amount of 
ice is 

«(0, r) = £ (i2 1 
(^-D1 P-

(29) 

The rate of ice production averaged over many freezing and 
melting cycles is proportional to the ratio 

F{r,B) = 
a(0, r) (30) 

which, according to Eqs. (27) and (29) and Fig. 3, is a function 
of r and B. The effect of the ice sleeve radius (/•) on the rate 
of ice production (F) is illustrated in Fig. 7 by holding the B 
number constant. It is clear that there exists an optimal ice 
shell size (Ropt = ropt7?,) that maximizes the rate of ice produc
tion. 

Figure 8 summarizes the ropt(B) results obtained numerically 

by maximizing the function F(r, B) with respect to r. The 
optimal ice shell is thicker when the B number is greater. 

As a numerical example, consider the dimensions and melt
ing conditions described in the experiment of section 4, namely 
Rj = 6 mm, Tw - Tm = 1°C, and the properties of water 
near 0°C. If we assume that during the freezing portion of the 
cycle the temperature difference is Tm - Tc = 5°C, and that 
the ice properties are nearly the same as at 0°C, from Eq. (28) 
we obtain B = 0.14. The optimal shell thickness read off Fig. 
8 is ropt = 1.25, which physically means that .Ropt = 7.5 mm. 

6 Conclusions 
In this paper we documented theoretically and experimen

tally the fundamentals of melting when a sleeve of phase-
change material (e.g., ice) rides on a heated horizontal cylinder. 
The key conclusions of this study are: 

(a) The melting process consists of two distinct regimes, 
first, an early regime when the cylinder is surrounded by ice 
and, second, a late regime when the cylinder cuts through the 
upper portion of the ice sleeve. The falling speed of the ice in 
the second regime is considerably greater than in the first 
regime. 

(b) The time until the ice falls off the cylinder can be 
predicted by using the two-parameter curve T2(r) shown in Fig. 
3. The proper nondimensional time group has been identified 
in Eq. (5). 

(c) To calculate the melting time T2 accurately one must 
take into account both regimes. This observation is critical 
when the original thickness of the ice shell is smaller than the 
cylinder radius. 

(d) The trends and qualitative features of the theoretical 
solution (Fig. 2) are supported by direct observations of the 
melting of ice shells on a heated horizontal cylinder (Fig. 6). 

(e) Relative to the entire cycle that begins with creating 
(freezing) the ice shell, and ends with heating the cylinder to 
remove the ice shell, there exists an optimal shell thickness 
such that the cycle-averaged rate of ice production is maximum 
(Fig. 8). The optimal outer radius of the ice shell is a function 
of a single nondimensional group, B, which is identified in 
Eq. (28). 
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A One-Dimensional Model of a 
Micro Heat Pipe During Steady-
State Operation 
Micro heat pipes are small structures that will be used to cool microscale devices. 
They function much like their conventional counterparts, with a few exceptions, 
most notably the absence of a wick. It is expected that water-filled micro heat pipes 
will be able to dissipate heat fluxes on the order of 10-15 W/cm1 (100,000-150,000 
W/m2). This work addresses the modeling of a micro heat pipe operating under 
steady-state conditions. A one-dimensional model of the evaporator and adiabatic 
sections is developed and solved numerically to yield pressure, velocity, and film 
thickness information along the length of the pipe. Interfacial and vapor shear stress 
terms have been included in the model. Convection and body force terms have also 
been included in the momentum equation, although numerical experiments have 
shown them to be negligible. Pressure, velocity, and film thickness results are pre
sented along with the maximum heat load dependence on pipe length and width. 
Both simple scaling and the model results show that the maximum heat transport 
capability of a micro heat pipe varies with the inverse of its length and the cube of 
its hydraulic diameter, implying the largest, shortest pipes possible should be used. 

Introduction 
The micro heat pipe is a small-scale device that uses phase 

change to transfer thermal energy. The hydraulic diameter of 
these devices is on the order of 100 /xm, with a length of several 
centimeters. One major application for micro heat pipes is 
electronics cooling. As the current device density in electronic 
components increases, it becomes increasingly more difficult 
to dissipate the heat that is generated. Currently, heat fluxes 
on the order of 10 W/cm2 (100,000 W/m2) occur on the chip 
level. The micro heat pipe, which was first proposed by Cotter 
(1984) for exactly this application, combines the advantages 
of large latent energies associated with phase change and ad
vanced micro-fabrication techniques. Another advantage of 
the micro heat pipe is that, by using phase change, a nearly 
uniform temperature is maintained throughout the device. 

A micro heat pipe differs from a conventional heat pipe in 
that it is much smaller. Also it does not contain a wick, but 
rather uses capillary pressure due to sharp edges to return the 
condensate to the evaporator. A typical example with a tri
angular cross section is shown in Figs. 1 and 2. The evaporator 
section contains less liquid, has a smaller radius of curvature 
at the vapor-liquid interface, and hence has a depressed liquid 
pressure and elevated vapor pressure. This pressure difference 
is responsible for both the liquid and vapor flows. 

Like many conventional heat pipes, the aspect ratio is very 
high. For the device to function properly in any orientation, 
the ratio of gravity forces to capillary forces, pgLRH/a, must 
be of order one or less. In addition, micro heat pipes have a 
small hydraulic diameter, just large enough to ensure that the 
capillary radius provides enough "pumping power" to return 
the condensate to the evaporator. The idea behind the micro 
heat pipe is that a diameter several orders of magnitude larger 
than the capillary radius is unnecessary. Typically the hydraulic 
radius is on the order of the capillary radius (Cotter, 1984; 
Babin et al., 1990), thus allowing their use in very small places. 

Both Cotter (1984) and Babin et al. (1990) have developed 

models to predict the behavior of micro heat pipes; however, 
each has its shortcomings. Cotter's model requires knowledge 
of a parameter H(L) a priori, which, as Babin et al. point 
out, behaves as a correction factor. Babin et al. present a 
steady-state model based, in part, on an analysis by Chi (1976); 
however, the profile of the liquid film is assumed to be known 
in computing the liquid and vapor pressure drops. Addition
ally, the assumption is made that the interfacial radius of 
curvature approaches infinity in the condenser, which is not 
strictly correct. 

Modeling of Micro Heat Pipes 
A model is developed to predict the fluid-thermal behavior 

of micro heat pipes, including maximum heat transfer capa
bility, effect of pipe length, width, and working fluid, and 
optimum operating conditions. The model is one dimensional 
and considers only axial variations along the heat pipe. Equa
tions for the conservation of mass, momentum, and energy 
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Fig. 2 Maximum radius of curvature 

are developed for both the liquid and vapor. Boundary con
ditions and constitutive relationships for each section are then 
applied to close the equations. The resulting differential equa
tions are solved numerically to yield pressure, velocity, and 
film thickness information for the modeled sections of the 
device. 

The cross section of the micro heat pipe is approximated by 
an equilateral triangle (Fig. 1). The evaporator, adiabatic, and 
condenser sections are also shown in the figure. During op
eration, the working fluid recedes into the corners of the pipe, 
generating the necessary capillary driving pressure. Evapora
tion in the evaporator and condensation in the condenser cause 
the liquid to accumulate in the condenser section of the device. 
The amount of liquid—hence the interfacial radius of curva
ture—varies as a function of axial position, x, along the length 
of the pipe (Figs. 1 and 2). The interfacial radius of curvature, 
in turn, is related to the pressure difference between the liquid 
and vapor phases by the Laplace-Young equation, 

Pv(x)-Pl(x)=a/r(x), 
or, by differentiating with respect to x, 

dP1_dP1 a dr 
dx dx ' r1 dx 

(1) 

(2) 

The following assumptions are employed in the derivation 
of the governing equations: 

• Both liquid and vapor flows are incompressible. It is 
expected that the Reynolds number of the liquid or vapor 
does not exceed about 50 (Gerner et al., 1992). Addi

tionally, the Mach number for the vapor is « 1 for 
temperatures of interest (T ~ 300-400 K). 

9 Steady-state operation. As a result the liquid and vapor 
mass flow rates are equal at any point. 

9 Constant fluid properties. During operation, the device 
is nearly isothermal with small pressure variations. 

9 Viscous dissipation is negligible. This is a consequence 
of the small velocities in both the liquid and vapor. 

8 The vapor temperature Tv is constant. This requires 
two criteria. First, there must not be an appreciable 
change in the vapor temperature from evaporator to 
condenser. Normally, the device transfers energy in the 
working fluid's liquid-vapor saturation region; thus, the 
vapor temperature is constant for a given pressure. Sec
ond, the pressure drop in the vapor must be small. Treat
ing the vapor as an ideal gas, it can be seen from the 
Clapeyron equation (Tien, 1975) that AT ~ 7fatAP/Psa„ 
hence a small pressure variation yields a small temper
ature variation. 

9 The evaporator heat flux is uniform. 
* Constant surface tension. 
9 The interfacial radius of curvature parallel to the pipe 

axis is much larger than that normal to the pipe axis. 
This implies the mean radius of curvature is approxi
mately equal to the radius of curvature normal to the 
pipe axis, r(x). 

9 The interfacial radius of curvature is constant at any 
given x location. In practice, an extended evaporating 
meniscus probably forms in the evaporator that is not 
strictly circular (Potash and Wayner, 1972; Stephan and 
Busse, 1990). 

The thickness of the liquid film cannot be considered neg
ligible with respect to the hydraulic diameter of the device; 
thus, changes in the liquid and vapor cross sections as a func
tion of axial position are accounted for. 

It is assumed that in the evaporator and adiabatic sections 
the liquid interface meets the wall at a finite, constant contact 
angle. The contact angle is a complicated phenomenon that is 
affected by several factors, including the evaporation process 
and thickness of the evaporating film (Potash and Wayner, 
1972). The model is relatively insensitive to variation in the 
contact angle: contact angles ranging from 0-42 deg produce 
less than a 20 percent change in the predicted power capacity 
of the device. A contact angle of 35 deg was measured for a 
silicon-water-air system, and this value is used for the model 
calculations. The portion of the wall not in contact with the 
liquid is assumed to be dry and adiabatic. Combined with the 
assumptions stated above, the cross-sectional shape of the liq
uid film is then well defined and can be expressed in terms of 

A = 
d = 

D„ = 
/ = 
S = 

hfi = 
k = 
L = 
m = 
P = 
Q = 

Q = 
r = 

area 
width of one side of equilateral 
pipe cross section 
hydraulic diameter = AA/Pml 
friction factor 
gravitational acceleration = 
9.82 m/s2 

latent heat of vaporization 
friction factor coefficient 
length 
mass flow rate 
pressure, perimeter 
total heat input into device 
heat flux 
interfacial radius of curvature 

RH 
Re 

T 
U 
V 
w 

X 
a 
& 

e 
/* 
p 
a 
T 

= 
= 
-
= 
= 

= 
= 
= 
= 

= 
= 
= 
= 

hydraulic radius = DH/A 
Reynolds number = pUDH/jx 
temperature 
axial velocity 
radial (phase change) velocity 
width of pipe + space between 
pipes 
axial position along pipe 
contact angle 
geometric coefficients 
angle of inclination with 
respect to gravity 
dynamic viscosity 
density 
surface tension 
shear stress 

Subscripts 
a = 

crit = 

CV = 
e = 
i = 

I = 
max = 

o = 
sat = 

v = 
w = 

wet = 

adiabatic 
critical (initial radius of curva
ture) 
control volume 
evaporator 
interface 
liquid 
maximum 
initial or known conditions 
saturated vapor 
vapor 
wall 
wetted perimeter 
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Table 1 Micro heat pipe parameters used in this study 
Parameter Value 
~~d 100 /im 

w 200 /tm 
rmm 59,2 fim 
Le 280 /an 
Z,„ 20 mm 
T„ 70"C 
/•0 5 /xm 
a 35 deg 

geometric constants (derived in the appendix) and the inter-
facial radius of curvature. 

In the condenser, however, the vapor condenses on the entire 
pipe wall. The contact angle is no longer well defined and the 
shape of the liquid film cross section is not obvious. Addi
tionally, the radius of curvature must increase monotonically 
from the evaporator to the condenser to avoid sign changes 
in the pressure gradient, as seen in Eq. (2). A continuously 
increasing radius of curvature results in a continuously in
creasing liquid cross-sectional area; however, as one progresses 
farther and farther into the condenser, the total mass flow 
decreases, which requires either a decreasing liquid cross-sec
tional area and/or a decreasing liquid velocity. Exactly which 
occurs is not obvious; however, if the liquid cross-sectional 
area decreases in the condenser, the device will not work, 
because of the requirement that the interfacial radius of cur
vature increase monotonically. 

Furthermore, condensate that finds itself in the middle of 
the condenser wall must flow to one of the three corners to 
be returned to the evaporator. This flow process, of course, 
will require a pressure gradient, which must come about from 
a gradient in the radius of curvature of the interface. Now, 
since the liquid flow from the middle of the pipe wall to the 
corner is essentially perpendicular to the axis of the pipe, the 
gradient in the radius of curvature of the interface (required 
to generate the necessary pressure gradient for this flow) will 
be in a direction perpendicular to the axis. This means the flow 
is two dimensional, and the shape of the liquid interface, which 
now requires two radii of curvature to account for the con
densate flow properly, is not well defined by a single radius 
of curvature. Recently, the thermodynamic aspects of the liq
uid-vapor interface in micro heat pipes have been investigated 
by Swanson and Peterson (1993). 

Because the exact nature of the liquid film profile and the 
velocity distribution in the condenser are not known, the con
denser section has not been included in the modeling of the 
heat pipe. The justification for this is that studies indicate the 
limiting phenomenon in micro heat pipes is the maximum 
pumping pressure available to overcome viscous forces in the 
liquid and vapor (Gerner et al., 1992; Babin et al., 1990). The 
bulk of the viscous losses occur in the adiabatic section due 
to its relatively long length. For example, in this study, the 
evaporator is about 0.28 mm long and the condenser is 2-3 
mm in length; however, the adiabatic section is over 20 mm 
long. It is also assumed that the condenser section is not the 
limiting portion of the devices. In practice the heat pipe is a 
closed system, and neglecting the condenser section places some 
restrictions on the model, e.g., global mass conservation can
not be imposed without the condenser section. 

The heat pipe is divided into a series of small control volumes 
(CV) of length dx for which the conservation principles are 
applied. Figure 11 in the appendix shows a pipe cross section 
with the liquid recessed into the corners. All of the following 
quantities are expressed in terms of the interfacial radius of 
curvature, r(x), and geometric constants ft, /3/iW, and ft. The 
relevant dimensions of the micro heat pipe used in this study 
are listed in Table 1. The working fluid used in this study is 
water and its thermophysical properties are obtained from 
Kakag et al. (1987). 

The liquid and vapor cross-sectional areas are, respectively, 
/t,= ftr2, ,4„=V3tf74-ftr2 (3) 

where d is the width of a side of the pipe. The liquid and vapor 
volumes are obtained by multiplying the appropriate area by 
the CV thickness, dx. The area of the wall in contact with 
liquid, the wall in contact with the vapor, and the area of the 
liquid-vapor interface are, respectively, 

Ai,w = 0,jWrdx, AVtW=(3d-0it„r)dx, A, = P,rdx. (4) 

Qcv is the portion of the total heat input to a pipe entering 
the control volume of interest. In terms of the total heat input, 
Qcv = Qedx/Le. 

As noted above, the liquid film meets the wall at a finite, 
specified contact angle, where a definite distinction between 
solid, liquid and vapor can be made. When the two films meet, 
however, the two interfaces will coalesce, and the solid wall 
will no longer be in direct contact with the vapor (Fig. 2). 
Thus, in the model, a flag is included to check if the two 
interfaces meet. If this situation occurs in the evaporator or 
adiabatic section, the device will fail to operate because dr/ 
dx changes sign. The radius of curvature at this point is called 
the maximum radius of curvature. Based on the geometry of 
the pipe cross section, the maximum radius of curvature is 
calculated to be (Figs. 2 and 11) rmax = d/A sin (7r/3 - a). 

A cylindrical coordinate system is used where the x axis is 
collinear with the geometric centerline of the pipe. The end of 
the evaporator is coincident with x = 0, and the condenser 
end lies at x = I , As a result, the vapor mass flow rate 
mv(x) > 0 and the liquid mass flow rate thi(x) < 0. Likewise, 
the interfacial phase-change velocity V-, is positive during con
densation (i.e., away from centerline) and negative for evap
oration. The unit vector normal to the control volume surface 
ft is positive when outward. 

Conservation of Mass. During steady-state operation the 
time rate of change of mass in both the liquid and vapor control 
volumes is zero. Thus pT,AkUk • n = 0 where U* is the vector 
velocity normal to area Ak whose outward unit normal is n. 

Referring to Fig. 3(a) (only one of three corners is shown) 
and employing Eqs. (3) and (4), the mass balance becomes 

The derivation for the vapor is identical to the liquid: 

Note that mass continuity across the interface, p„V; = p,Vtl, 
is employed in Eq. (6) to relate the liquid and vapor interface 
velocities. 

Conservation of Energy. Since the device is nearly iso
thermal during operation, the film is so thin, and the Reynolds 
numbers are so low, conduction, convection, and viscous dis
sipation in the liquid may be neglected. Basically, any energy 
input into the CV exits by vaporizing the liquid at the interface. 
Recall also that the vapor temperature is assumed constant in 
all sections of the device, thus only the liquid phase has an 
expression for the conservation of energy. 

Referring to Fig. 3(b), q"w = piVjjAjhfg, or 

K'/ = 4 f - (7) 

In the adiabatic section, q" = 0 . Also, Eq. (7) is small enough 
to be substituted directly into the other equations wherever an 
interfacial mass velocity is required. 

In practice, there will be a spatial variation in the mass flux 
at the interface. Near the interline, the film becomes very thin, 
posing little resistance to heat transfer. Likewise, the intrinsic 

Journal of Heat Transfer AUGUST 1994, Vol. 116/711 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pM,A* 

PiUtA, 

r— '& , 
' (only one of three corners shown) 

Pv«Jlv 

P„Av 

PiU?A, 

&r 

K,~~ 

m
 Tvw 

^ 3 i ~ 
Tu 

^ 

— V, 

vapor 

liquid 

dx~ 
(c ) 

—>X"*£H*XA~+%H 

— dx-

(a) (b) 
Fig. 3 CVfot conservation of (a) mass, (b) entropy, and (c) momentum 

meniscus far from the pipe walls has an abundance of fluid 
available for phase change. The interface mass velocity used 
here omits these spatial effects; hence, it represents an averaged 
interface velocity. The possibility of a dryout condition is also 
not captured by this formulation; however, it is expected that 
capillary pumping forces will be exceeded by viscous forces 
well before a dryout condition occurs. 

Conservation of Momentum. The conservation of linear 
momentum for the liquid control volume consists of the fol
lowing parts (White, 1986). First is the difference between the 
inflow and outflow of momentum into the CV. Referring to 
Fig. 3(c), this term becomes 

-Pi dx dx 
dx. 

Note that the contribution of momentum flux due to phase 
change at the interface is not included in this term. It is ac
counted for as an additional component of the interfacial shear 
stress in the surface forces term. 

The body force term (i.e., gravity) is expressed as -pigAt 

sin ddx where 6 is the inclination angle of the pipe centerline 
with respect to gravity. When the pipe is horizontal, d = 0. 

Surface forces on the CVare composed of both normal and 
tangential surface forces. The only normal force considered is 
the pressure acting on the liquid cross-sectional area and is 
expressed as -A/{dPi/dx)dx. The tangential forces arise from 
shear encountered at the interface and wall. Expressions are 
derived for the liquid wall shear T/,W, vapor wall shear T„,W> and 
interfacial shear 77 below. The total tangential stress for the 
liquid become TIIWAI,W + TjAj. 

Combining these terms, using Eqs. (3) and (4), the liquid 
momentum equation becomes 

-2pi rV.f+lfif 
dx dx 

- pgr sin 8 - r 
dPi 
dx 

ft.w , ft 0. (8) 

The derivation for the vapor is identical to that of the liquid: 

0 , l ^ - ¥ / | £ / , 

73 

dUv 

dx 
-2pM,Ulr 

dx 

dP„ 

+ Pvg sin e(~-d2-^r2j=0. (9) 

The model is one dimensional; thus, information about the 
radial velocity distribution within the liquid and vapor needed 
to compute the wall and interfacial shear stresses is unknown. 
To compute these shear stresses, then, both the liquid and 
vapor flows are assumed to be similar to fully developed duct 
flow, which is justified because the convective terms are small 
and the liquid and vapor cross-sectional areas change slowly 
with x. The hydraulic diameter of both the liquid and vapor 
is computed based on the control volume geometry discussed 
above. The wetted perimeter is used for DH to compute the 
respective shear stresses. The velocity of the vapor relative to 
the liquid scales roughly as pu/pt and is on the order of 100-
1000. For this reason, from the perspective of the vapor, the 
liquid is stationary, and can be treated as another section of 
the wall. The interfacial shear is thus computed for the vapor 
by assuming the liquid to be stationary, and, since the liquid 
and vapor shear stresses are equal and opposite, the liquid 
shear follows immediately. The equality of the liquid and vapor 
shear stresses follows from a simple force balance on the in
terface as the acceleration of the liquid and vapor is negligibly 
small. 

For all calculations, 

Dh 
4A 

Re = f-
oUDh 

The shear stress is expressed as (Bejan, 1984) 

r = \PU2f, f-
_k_ 

Re' 

(10) 

(11) 

The constant k depends on the geometry of the duct. For the 
liquid, a triangular duct geometry is assumed for which k = 
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13.3 (Bejan, 1984). The geometry the vapor sees varies from 
nearly triangular in the evaporator where there is almost no 
liquid to approximately circular (k = 16.0) where the interfaces 
just meet (Fig. 2), hence k = 14.7 is used. 

The shear stress at the interface has an additional component 
due to the momentum of the mass entering or leaving the 
control volume during phase change (Blangetti and Naushahi, 
1980); however, scaling of both the liquid and vapor velocities 
indicate that the additional (phase change) term is negligible 
(Longtin, 1991). 

Boundary Conditions. Equations (2), (5), (6), (8), and (9) 
constitute a set of five first-order, nonlinear, coupled ordinary 
differential equations in five unknowns: r, Uh Um P/, and Pv. 
Boundary conditions are needed at only one point for the 
solution to proceed. The evaporator is exposed to a constant 
heat flux and the adiabatic section experiences no heat transfer. 
The solution commences at the beginning of the evaporator 
and proceeds to the evaporator-adiabatic section interface 
where a second solution procedure begins using the boundary 
conditions specific to the adiabatic section. The initial con
ditions for the adiabatic section equations are simply taken 
from the solution of the evaporator section at the evaporator-
adiabatic interface. The boundary conditions used at the end 
of the evaporator (x = 0) are: U,(0) = Uv(0) = 0, r(Q) = /•„, 
Pv(0) = P,at(Tv), and P,(0) = Pv(0) - o/r0. Here Pv is taken 
to be the saturation pressure of the vapor at temperature Tu. 
Determining the value of the initial radius of curvature, r0, 
poses some trouble because of the singularity in Eq. (1) for r0 
= 0. To obtain a reasonable value of /'o» the sensitivity of the 
solution to initial values of r0 was investigated. For the pa
rameters used in this study, the maximum heat transport 
changes by less than about 10 percent for r0 < 12 ^m. (Results 
from the model indicate a similar trend for pipes of other 
lengths and widths as well.) The largest initial radius of cur
vature that does not have a pronounced effect on the final 
solution is called the critical initial radius of curvature, r0iCrit. 
In general, the larger the pipe width, the larger r0,crit becomes. 

The next step was to determine if the actual initial radius 
of curvature was less than this value. The pipes are simply 
triangular troughs etched in a silicon wafer and covered with 
glass. They were charged and placed under an optical micro
scope that had a depth of field of only a few microns. By 
looking directly down upon a pipe (i.e., the lowest apex of the 
triangle in Fig. 2 is farthest from the observer's eye), one can 
focus on the midpoint the liquid-vapor interface that has re
ceded into this apex. Next, the plane of focus was raised until 
the interline region comes into focus. This difference d mea
sured on the microscope corresponds to r{\ - cos 4>) in Fig. 
11. At the same time, the distance across the pipe (= 2rj = 2r 
sin <£) was measured. These two equations were then solved 
for /• and </>. The equilibrium radius of curvature was found 
to be about 10 /um. Also, during operation, the film in the 
evaporator will become thinner than the equilibrium film dis
tribution, reducing r0. Based on these observations, the actual 
value of r0 is immaterial as long as r0 < r0iCrit. 

Equations (2), (5), (6), (8), and (9) and their boundary con
ditions were solved numerically for the five unknowns: r, [//, 
Uv, Ph and P„. The numerical integration method used was a 
fourth-order Runge-Kutta ODE solver with adaptive step size 
control to minimize error. The allowable error between steps 
in the solution procedure was always < 10~7. 

Results and Discussion 
The model developed above can be used to predict the fol

lowing: 
8 The maximum thermal energy a pipe of given dimensions 

and working fluid can transport. 
9 The maximum length a pipe of given cross section and 
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working fluid can be to transfer a specified amount of 
heat. 

• The pressure, velocity, and liquid film distribution (i.e., 
r(x)) in the pipe. 

• The optimum pipe size and packing arrangement for a 
given application. 

• Variation in MHP performance as function of variation 
in the operating parameters. 

The parameters used are those listed in Table 1 except where 
noted. Additionally, the initial radius of curvature, r0, is as
sumed to be less than ro.crit-

The following nondimensionalizations are employed (here 
DH is for an empty pipe): 

X=L' r = D„' 

£T=-
U U 

! t/ref' 
P*=-

P 

Pref 
(12) 

Q/pDhhfg t/rrf' " <J/DH 

The nondimensional pressure is derived from Eq. (1), and the 
nondimensional velocity is based on prior scaling results (Ger-
neret al., 1992). 

The maximum heat transport capacity of the device is ob
tained iteratively. An initial guess of Qe is made and the model 
is executed. If the liquid from adjacent corners meets in the 
adiabatic section, the device will fail to work, so Qe is de
creased. Otherwise Qe is increased until the liquid from ad
jacent corners just meets at the end of the adiabatic section. 
This value of Qe is then the reported power capacity of the 
device, Qmax. If <2max is specified, other parameters (e.g., length 
or width) can be solved for in a similar manner. 

Figures 4 and 5 show the maximum heat transfer capacity 
as a function of total pipe length and width, respectively. It 
is found from the model results as well as previous scaling 
(Gerner et al., 1992) that Qmax <x \/L for variation in the pipe 
length and Qmax oc d3 for variation in the pipe width. The solid 
lines show these respective trends where the constant of pro
portionality, K, is computed by choosing the largest Qmax data 
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point and its corresponding variable of interest from the model 
results (i.e., K = [Q„ L]n and K [fin re
spectively). The heat transport, Qmax, is proportional to the 
fluid velocity, U. By performing a force balance on the liquid 
(or vapor), and scaling the capillary pressure as AP ~ o/d and 
the shear stress as r ~ txU/d, the relationship Qmax oc d3 results 
(Gerner et al., 1992). Clearly, the maximum power capacity 
of a pipe is obtained for short, wide pipes, as long as the 
previous assumptions are observed. 

The radius of curvature versus axial position for the evap
orator and adiabatic sections is shown in Fig. 6. The rate of 
change of the radius of curvature dr/dx is nearly constant 
along the length of the pipe. The deviation of r from a linear 
profile comes about from the change in area of the liquid and 
vapor spaces. At the condenser end near r ~ 0.8, the vapor 
space begins to shrink significantly with increasing r, and mass 
continuity then requires a larger vapor velocity to accommo
date the same mass flow. This larger vapor velocity, in turn, 
yields larger wall shear stresses, which require a larger radius 
of curvature to overcome. In a similar fashion, near the evap
orator (i.e., r ~ 0), the liquid cross section is small, hence a 
large velocity is required to maintain the mass flow rate. As 
r increases, so does the liquid cross section, and the velocity 
decreases, explaining the gradual tapering off of r from r ~ 
0 to r ~ 0.4. 

Figure 7 shows both the liquid and vapor velocities. The 
vapor velocity is much higher than the liquid due to the density 
disparity between the two phases. The vapor velocity also in
creases with x because the increasing radius of curvature causes 
a decrease in the vapor space cross section with x, resulting in 
higher velocities. The liquid decelerates with x for the same 
reason. The variation in both liquid and vapor pressure is 
shown in Fig. 8. The liquid pressure drop is about an order 
of magnitude larger than that of the vapor. 

Comparison with Experiments. Babin et al. (1990) have 
performed experiments with very small copper-water and sil
ver-water heat pipes. To roughly compare the results of the 
model with their results, the hydraulic diameter of their device 

30 35 40 45 50 55 60 65 70 
Pipe Temperature [C] 

Fig. 9 Model versus silver-water experimental data (Babin et al., 1990) 

"30 35 40 45 50 55 60 65 
Pipe Temperature [C] 

70 

Fig. 10 Model versus copper-water experimental data (Babin et al., 
1990) 

(£>w = 0.408 mm) was used as the hydraulic diameter for the 
triangular geometry in this study. It is understood that the 
comparison is only approximate in nature and is presented to 
show that the model shows both the correct trend and order 
of magnitude of the heat capacity of the pipe. 

The model was run for the temperatures of all the data points 
presented in the experimental data of Babin et al. The results 
are shown in Figs. 9 and 10 for the silver-water and copper-
water heat pipes, respectively. The agreement between the 
model and the experimental results is good. Also, the correct 

' trend of increasing heat transfer with increasing operating tem
perature is observed, although the power capacity of the data 
decreases more rapidly with temperature than the model pre
dicts. 

Conclusions 
This work presents the development of a one-dimensional 

model of a micro heat pipe during steady-state operation. A 
semi-integral application of the conservation of mass, mo-
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mentum, and energy equations is employed, taking into ac
count interfacial effects as well as the interfacial radius of 
curvature. The resulting coupled ordinary differential equa
tions are solved numerically to yield pressure, velocity, and 
interfacial curvature information as a function of axial distance 
along the device. Only the evaporator and adiabatic sections 
have been modeled as previous research indicates viscous losses 
in the working fluid limit the maximum power capacity of the 
device, and the adiabatic section, due to its length, incurs most 
of these losses. 

The model results agree 'with previous scaling in that the 
maximum power capacity of the device varies inversely with 
length, and to the third power of the pipe width. The model 
results agree in magnitude and trend with experimental data 
from a similar device. Model results predict an almost linear 
profile in the interfacial radius of curvature; deviations are 
explained due to the varying cross section of the liquid and 
vapor. The pressure drop in the liquid is also found to be about 
an order of magnitude larger than that of the vapor. Fig. 11 Liquid film geometry 
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A P P E N D I X 

Geometric Area Coefficients ft, ft,,,,, ft. 

Referring to Fig. 11, it can be seen that an equilateral triangle 
is formed by the two pipe walls and the line connecting the 
two interface contact points. The area occupied by the liquid, 
Ah is the area of this equilateral triangle, Atli, minus the area 
of the segment, Astg, located between the liquid interface and 
the top of the triangle. In addition, a right triangle is formed 
from the radius of curvature drawn from both the interface 
midpoint and interface contact point and one half the top of 
the equilateral triangle described above. Let Atia be the area 
of this triangle, with included angle <t> and opposite side 17 = 
r sin 4>. An area Astctot = <f>r2/2 is generated when the radius 
of curvature is rotated from the midpoint of the interface to 
the contact point through the angle <j>. Also, by definition, the 
radius of curvature is normal to the interface. Thus, referring 
to the interface contact point at the pipe wall in the figure, </> 
and a can be related: <t> = 7i73 - a. The area of the equilateral 
triangle can now be expressed as Atri = \/3r2 sin2 (TT/3 - a) 
and the area of the segment, Astg, becomes A„g = r2[(ir/3 -
a) - 0.5 sin 2(7(73 - a)] where ^4sect0r = <t>r /2 and AlA1 = 
0.5r sin 4> r cos cj>. The total area of the liquid in the pipe's 
triangular cross section is At = ftr2, where 

ft=3[V3 s in 2 ( i r /3 -a ) + 0.5 sin 2(TT/3 - a) - (TT/3 - a)]. 

Referring again to Fig. 11, it can be seen that the perimeter 
of the pipe wetted by the liquid for one corner is 2(2)?; = 4T?. 
The total wetted perimeter (for three corners) is thus 3 • 4ij 
= 12ij = I2r sin ( T / 3 - a) = ft,„,r where ftilv = 12 sin (it/ 
3 - a). The perimeter of the interface in a corner of Fig. 11 
is generated by rotating the radius of curvature through the 
angle 2</>. The total area of the interface becomes At = 6r4>dx 
= 6/-(TT/3 - a)dx = Pfdx where ft = 6(7r/3 - a). 
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Transient Two-Dimensional Gas-
Loaded Heat Pipe Analysis 

A two-dimensional, transient mathematical model that accounts for diffusion and 
variable properties on the operation of a heat pipe is presented. The major advantage 
over previous models is that this model treats the noncondensable gas as a separate 
entity, which is described by mass transport phenomena. Also, the energy transport 
through the wall is coupled to the transient operation of the heat pipe through the 
use of a conjugate solution technique. The complete behavior of the heat pipe, along 
with the location and two-dimensional shape of the noncondensable gas front, are 
modeled from the initial continuum flow, liquid state startup to steady-state con
ditions. The proposed model predicted the existing experimental data for the op
eration of high-temperature heat pipes with and without noncondensable gases. 

Introduction 
Gas-loaded heat pipes have been applied in many diverse 

fields, and are useful when the temperature of a device must 
be held constant while a variable heat load is dissipated. How
ever, their use is limited by the lack of a complete understanding 
of the performance of these devices, particularly during tran
sient operation. 

Gas-loaded heat pipes have been previously modeled with 
several levels of approximation. The classical flat-front ana
lytical model of Marcus and Fleischman (1970) neglected all 
diffusion across the vapor-gas interface. Later studies modeled 
one-dimensional steady diffusion (Edwards and Marcus, 1972), 
and one-dimensional transient diffusion (Shukla, 1981). 
Rohani and Tien (1973) studied the steady-state two-dimen
sional diffusion process in a gas-loaded heat pipe. The im
portance of modeling radial diffusion in a gas-loaded heat pipe 
was demonstrated where the noncondensable gas tends to ac
cumulate at the liquid-vapor interface, which retards vapor 
condensation. However, Rohani and Tien (1973) neglected the 
effect of conjugate Heat transfer through the wall as well as 
transient effects. The transient response of a gas-loaded heat 
pipe was shown to be important by Shukla (1981) as transient 
thermal overshoots were discovered. However, this study did 
not include the effects of radial heat conduction in the wall 
or wick, nor the radial diffusion effects of the noncondensable 
gas. 

Cao and Faghri (1990) presented a two-dimensional transient 
analysis of heat pipe dynamics. The analysis included the com
pressible vapor flow and the coupling between the heat pipe 
wall/wick and the vapor flow. However, the analysis was lim
ited to the conventional heat pipe without noncondensable gas. 

In the present study, the two-dimensional, transient gas-
loaded heat pipe operation, including the effects of conjugate 
heat transfer through the wall, is modeled through a solution 
of the general differential conservation equations This pro
cedure was used to simulate the high-temperature heat pipe 
experimentally studied by Ponnappan (1989) both with and 
without noncondensable gases. 

Mathematical Modeling 

Vapor Space. The physical configuration and coordinate 
system of the gas-loaded heat pipe studied is shown in Fig. 1. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1993; 
revision received July 1993. Keywords: Conjugate Heat Transfer, Heat Pipes 
and Thermosyphons, Transient and Unsteady Heat Transfer. Associate Tech
nical Editor: R. Viskanta. 

Gas-loaded heat pipes offer isothermal operation for varying 
heat loads by changing the overall thermal resistance of the 
heat pipe. As the heat load increases, the vapor temperature 
and total pressure increase in the heat pipe. This increase in 
total pressure compresses the noncondensable gas in the con
denser, increasing the surface area available for heat transfer, 
which maintains a nearly constant heat flux and temperature. 

The differential conservation equations for transient, com
pressible, two-species flow with constant viscosity are as fol
lows (Ganic et al., 1985; Bird et al., 1960): 

Mass: 

9p 1 9 ,_ N 

dt r dr dz 
(pw) = 0 

Momentum: 

Dt ' 

Energy: 

_DT 

Vp + - /xV(V-V) + /iV2V 

Dp 

(1) 

(2) 

pc" ~bl~ v - £ v r - v ( 2 D d c P J Tvpj) - 7 ^ - M * = o 

where the subscript j denotes either vapor or gas. 
Species: 

Dt - v-2)g„vp„=o 

(3) 

(4) 

where 

* = 2 WMM (dv dw\ 

2 
~3 

1 9 dw 
~T" (™>)+-T~ r or oz (5) 

where v and w are the radial and axial vapor velocities, p is 
the total mixture pressure, Ji is the mass-fraction-weighted 
mixture viscosity, cp is the specific heat of the mixture, k is 
the thermal conductivity of the mixture, Dd is the self-diffusion 
coefficient for both the vapor and gas species, Dgv is the mass 
diffusion coefficient of the vapor-gas pair, pg is the density 
of the noncondensable gas, and the mixture density is p = pg + p„. 
The partial gas density is determined from the species equation 
and the vapor density is found from the ideal gas relation using 
the partial vapor pressure. 

The two choices in species conservation formulation are mass 
and molar fraction. Molar fraction offers the possibility of a 
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Fig. 1 NCHP configuration and coordinate system 

direct simplification in the formulation by the assumption of 
constant molar density. This assumption is valid over a wider 
range of temperature and pressure than the corresponding 
assumption of constant mass density. However, when molar 
fractions are used, the momentum equation must be written 
in terms of molar-weighted velocities. The resulting equation 
cannot be written in terms of the total material derivative, and 
is significantly more difficult to solve. 

A benefit of the general equation formulation is the allow
ance for variable properties. Typical of compressible gas ap
plications, the density is related to the temperature and pressure 
through the equation of state 

p = -
pRT 

M 
(6) 

where M is the molecular weight of the vapor-gas mixture, 
and R is the universal gas constant. 

In the species equation, Dg0 is a function of pressure and 
temperature. For a vapor-gas mixture of sodium-argon, the 
relationship for Dgu is (Edwards et al., 1979) 

D.v= 1.3265 xlO'^ 3/2 (p) - (7) 

where T is in degrees Kelvin, p is in N/m2 , and Dgv is in m2/ 
s. Following a similar procedure, the variable diffusion coef
ficient formulation for the sodium-helium pair is (Edwards et 
al., 1979) 

-3-r 3 / 2 / - ^ - l D„ : 1.2795 x l ( T J r 3/2 m- (8) 

The interspecies heat transfer that occurs through the vapor-
gas mass diffusion was modeled with a self-diffusion model, 
as described by Bird et al. (1960). In the present model, how
ever, the self-diffusion coefficient, Dd, was assumed constant 
at the initial temperature of the heat pipe. 

Wall and Wick. In the heat pipe wall, heat transfer is 
described by the transient two-dimensional conduction equa
tion 

01 
Jw^p 

ld_ 

r dr 

dT 

dr be (9) 

where the subscript w denotes the heat pipe wall material. In 
the heat pipe wick, the model uses the conduction simplifi
cation discussed by Cao and Faghri (1990). This assumption 
states that, for thin wicks and working fluids with high thermal 
conductivities, the effect of convection due to the liquid flow 
in the porous wick is negligible. Therefore, heat transfer in 
the wick is by conduction only, as described by: 

(pcphff— = kt 
at r dr 

rTr)+^? (10) 

where {pcp)tK=<p{pcp), + (l-<p)(pcp)s, <p is the wick porosity, 
and (pcp)s is the heat capacity of the solid wick structure, Areff 
is the effective thermal conductivity of the wrapped screen 
wick structure (Chi, 1976): 

^eff — 
*;[(*; + fc,)-(l-p)(*;-*J] 

(11) 

Boundary Conditions. At the end caps of the heat pipe, 

Nomenclature 

c„ = 

Dd 

specific heat at constant pres
sure, J/(kg-K) 
self-diffusion coefficient, 
m2/s 

Dgv = mass diffusion coefficient, 
m2/s 

hfg = latent heat of evaporation, 
J/kg 

k = thermal conductivity, 
W/(m-K) 

Kp = density correction coefficient, 
s2/m2 

L = length, m 
m = mass, kg 
m = mass flow rate, kg/s 
M = molecular weight, kg/kmol 
p = pressure, N/m2 

Po = reference pressure, N/m2 

p' = pressure correction, N/m2 

q = heat flux, W/m2 

qs0 = heat source, W/m2 

r = radial coordinate, m 
R = universal gas constant, N-m/ 

(kmol-K) 
R0 = outer surface radius, m 

Rv = vapor space radius, m 
Rw = wick-wall interface radius, 

S = surface, area, m2 tp = porosity 
$ = viscous dissipation term 

t 
T 

Tn 

V 

V 

V 
vs 

w 

w 

z 
8W 

e 
V-
P 

P 
P 

a 

= time, s 
= temperature, K 
= reference temperature, K 
= radial velocity component, 

m/s 
= radial velocity based on 

guessed pressure, m/s 
= net velocity vector, m/s 
= radial blowing/suction veloc

ity at the wall, m/s 
= axial velocity component, 

m/s 
= axial velocity based on 

guessed pressure, m/s 
= axial coordinate, m 
= wall thickness 
= emissivity 
= dynamic viscosity, kg/(m-s) 
= density, kg/m3 

= guessed density, kg/m3 

= density correction, kg/m3 

= Stefan-Boltzmann constant, 
W/(m3-K4) 

Subscripts 
a 
c 
e 

eff 
g 
i 
I 
s 

sat 
so 

t 
tr 
V 
w 
8 
0 

CO 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

adiabatic or active 
condenser 
evaporator 
effective 
gas 
initial 
liquid 
wick material 
saturation 
source 
total 
transition quantity 
vapor 
wall 
liquid-vapor interface 
reference 
ambient 

Superscript 
— mass fraction weighted quan 

tity 
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the no slip-conduction for velocity, the adiabatic conduction 
for temperature, and the overall gas conservation conditions 
are imposed 

dT dpg „ 
A t z = 0: y = w = — = - p = 0 

az az 

At z = L: i> = w = — = 0, pg = 
az 

g.BC 

(12) 

(13) 

where pgi BC is iteratively adjusted to satisfy overall conser
vation of noncondensable gas. This boundary condition is 
implemented through the calculation of the total mass of non
condensable gas in the heat pipe. If the total mass is found to 
be less than the mass initially present in the pipe, the boundary 
value is increased by 10 percent of the previous value. Con
versely, if the calculated mass is larger than that initially pres
ent, the boundary value is decreased. This ensures the 
conservation of the overall mass to within a preset tolerance, 
which is 1 percent in the present formulation. The symmetry 
of the cylindrical heat pipe requires that the radial vapor ve
locity and the gradients of the axial vapor velocity, tempera
ture, and gas density be zero at the centerline (r = 0): 

dw dT dpg 

dr dr dr 
(14) 

The liquid-vapor interface (r = Rv) is impermeable to the non
condensable gas 

rhg = SsADgvV pg + pgSs V = 0 (15) 

where Ss is the surface area of the liquid-vapor interface. This 
formulation of mg accounts for both convective and diffusive 
noncondensable gas mass fluxes at the liquid-vapor interface. 
To ensure saturation conditions in the evaporator section (and 
part of the adiabatic section since the exact transition point is 
determined iteratively), the Clausius-Clapeyron equation is 
used to determine the interface temperature as a function of 
pressure. The interface radial velocity is then found through 
the evaporation rate required to satisfy heat transfer require
ments. The no-slip condition is still in effect for the axial 
velocity component. 

At r=Rv for z<Le + La: 

MvhJg p0 
(16) 

vt= .. ^ _ „ , _ (17) 
(h/g + Cpd 'sat) Pa 

(18) 

where ks, cpS, and ps are the vapor-gas mixture properties at 
the liquid-vapor interface. In Eq. (16), the saturation tem
perature of the vapor is found from the partial vapor pressure. 
A solution of the momentum equation gives the total mixture 
pressure, but the partial vapor pressure can be found from 
using the local gas density: 

, dT, -j-dT,, 

(hfg + Crf Tsat) p~i 

w = 0 

M _ , _ £ ? (19) 

This equation was derived assuming a mixture of ideal gases 
following Dalton's model for mixtures. 

At the liquid-vapor interface in the active portions of the 
condenser section, vapor condenses and releases its latent heat 
energy. This process is simulated by applying a heat source at 
the interface grids in the condenser section. The interface ve
locity can be obtained through a mass balance between the 
evaporator and condenser section allowing for inactive sections 
of the condenser. 

At r=Rv for z>Le + La: qs0= - (hfg + c^ Ts) (p-pg)v5 (20) 

Due to the conjugate nature of the solution procedure, the 
boundary condition between the wick and the wall is auto
matically satisfied. In addition to the equality of temperature, 
this condition requires the equality of the heat fluxes into and 
out of the wick-wall interface (r = Rw): 

dT_ dT 

dr dr 
(21) 

At the outer pipe wall surface, the boundary conditions 
depend on both the axial position and the mechanism of heat 
transfer being studied. In the evaporator, a constant heat flux 
is specified. In the condenser, a radiative boundary condition 
is imposed. 

Evaporator. 
. dT 

Adiabatic: 

Condenser: 

w dr 

dT 

dr 

= Qe 

= 0 
\r = Rn 

dT 
~ kw ~ dr 

-ae(T4
w-Ta) 

(22) 

(23) 

(24) 

Initial Conditions. Since this model simulates the transient 
operation of a gas-loaded heat pipe, the initial physical con
ditions of the heat pipe are required for a solution of the 
problem. The initial temperature is uniform throughout the 
heat pipe at the start of the simulation. There is no motion of 
either the gas or vapor, and the noncondensable gas is evenly 
distributed throughout the vapor space by diffusion. The initial 
temperature of the heat pipe is above the free-molecular/con
tinuum-flow transition temperature for the specific heat pipe 
vapor diameter (Cao and Faghri, 1993). 

Numerical Methodology 
The numerical procedure used in this model is the SIMPLE 

method (Patankar, 1980). Discretizing the differential equa
tions resulted in a system of algebraic equations in terms of 
T, w, v, and ps. This system of equations was solved using the 
Thomas or tridiagonal matrix algorithm. 

The numerical procedure is as follows: 
1 Input the initial conditions. 
2 Initialize the pressure, temperature, gas density, and velocity 

fields. 
3 Solve the momentum equations using the mixture density to 

obtain v* and w*, which are the vapor velocities based on 
the guessed pressure. 

4 Solve for the new pressure field and date the previous pres
sure field. 

5 Calculate v and w from their starred values using velocity 
correction formulas. 

6 Solve the energy equation. 
7 Solve the mass transport equation. 
8 Using the mixture molecular weight, determine the new p~ 

from the equation of state. 
9 Steps 3-8 are repeated until convergence is reached. 

There are two possible methods to account for vapor com
pressibility. The first method is to use a density correction 
formulation. 

p = p +p' =p*+K„p' (25) 

where Kp = dp/dp, and p' is the guessed pressure. The second 
method uses the ideal gas relationship in conjunction with an 
additional term in the energy equation. In this method, the 
pressure is chosen as the dependent variable and the vapor 
density is determined directly. The additional term in the energy 
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Table 1 Operating conditions for various cases 

Case 
Number 

1 
2 
3 
4 

Gas Pressure 
(torr) 

0.0 
1.35 
1.35 
1.35 

Mass of Gas 

(kg) 
0.0 

3.66xl0~7 

3.66xl0-7 

3.66xl0-7 

Heat Load 
(W) 
515 
451 

258 to 306 
258 to 451 

Condenser 
Emissivity 

0.3 
0.56 
0.3 
0.3 

Table 2 Heat pipe geometry and parameters 

Parameter 
Wall 
Wick 

Working Fluid 
Buffer Gas 

Lt 

Lc 

La 

Lc 

Rv 

R0 

Sw 

kff 

*/ 
K%1) 

l*v 

Pv 

Pi 

Cp ) V 

hf3 

f 
T 

304 SS 
wire mesh 

Sodium 
Argon 
2.03 m 
0.375 m 
0.745 m 
0.91 m 

0.00635 m 
0.0111m 
0.00165 m 

39 W/m • K 
70.08 W/m • K 

20 W/m • K 
1.8xl0-5 kg/m- s 

0.003 kg/m3 

828.1 kg/m3 

904 J/kg • K 
4.37xl06 J/kg 

0.66 
300 K 

equation accounts for the temperature variation caused by the 
high vapor velocities, and must be included when using the 
equation of state. In the present analysis, the ideal gas rela
tionship resulted in better convergence characteristics. When 
the vapor flow was subsonic, it was found that both methods 
gave very similar results. 

In the present study, a uniform axial grid and a nonuniform 
radial grid were used. The numerical simulation used 12 (radial) 
x 55 (axial) cells for the 2.0 m long heat pipe. The numerical 
model was run for several different grid distributions with less 
than a 3 percent maximum deviation between the solutions. 
The number of cells used was chosen to optimize the accuracy 
of the solution versus the required computer time. The physical 
properties at the interface are based on the harmonic average 
of the properties at the adjacent cells (Patankar, 1980). 

Results and Discussion 

Validation of the present numerical heat pipe model was 
accomplished by simulating four cases of experimental data 
of a sodium heat pipe by Ponnappan (1989), which are shown 
in Table 1. The heat pipe geometry and operating conditions 
are shown in Table 2. Vector and contour plots for Case 1 are 
shown in Fig. 2, where the effect of vapor compressibility can 
be seen. Due to the small vapor space and high heat input, the 
vapor velocity is very high ( -330 m/s). For sodium, this ve
locity corresponds to a Mach number of approximately 0.5. 
From Fig. 2(a), a temperature decrease can be seen at the exit 
of the evaporator section, where the maximum velocity occurs. 
Furthermore, as the vapor velocity decreases, a temperature 

_ 325.80 m/s 
r (m) 

o.oiu 

A 1 1 1 1 

' 1 1 1 1 

1 1 1 1 1 

• • • 1 i 
t t t • 1 
t t t t 1 
t t t t ' 
t t t f • 
t t t t • 
t T t f • 
t t t t • 
t t t t t 
• • • 1 A 

- 4 k ' » * 1 

• 

- Le 

I 1: 

r (m) 

Le 
1(b) 

6.35 
*10"3 

-1300-
-1400-
-1500-
-1600-
-1700-
- 1 9 0 0 -
- 2 0 0 0 -

Le 
1(c) 

r (m) 
6.35 
*10~3 

Fig. 2 Numerical simulation of the high-temperature heat pipe (Case 
1): (a) vapor temperature contours; (b) vapor velocity vectors in the r-z 
plane; (c) vapor pressure contours 

recovery can be seen in the condenser section. Also shown in 
Fig. 2(a) are the temperature drops across the wall and wick. 
The temperature profiles in the wall are nearly linear since the 
thermal conductivity of the stainless-steel pipe wall is relatively 
low. However, the direction of the temperature gradients in 
the respective sections can be seen. As expected, the temper
ature gradient is positive in the evaporator as heat is being 
added to pipe. Likewise, the temperature gradient is zero in 
the adiabatic section and negative in the condenser section. 

The vapor velocity vectors in the r-z plane are shown in Fig. 
2(b). Since the evaporator section is much shorter than the 
condenser section, the radial vapor velocity in the evaporator 
is much higher than that in the condenser. The highest vapor 
velocity occurs at the centerline of the heat pipe, as expected. 

The vapor pressure contours are shown in Fig. 2(c), where 
the two-dimensional effects are seen to be negligible. This was 
expected since the vapor space diameter for this heat pipe is 
very small. More importantly, the vapor temperature and pres
sure are not dependent in the vapor space. In a heat pipe, 
phase change occurs only at the vapor-liquid interface, which 
implies that saturation conditions are seen only at the interface. 
In the vapor space, however, the saturation relation does not 
necessarily apply, where the vapor temperatures are determined 
from energy requirements, accounting for viscous and com
pressible effects. The transient axial temperature profiles for 
the no-gas case are shown in Fig. 3 for Case 1. From Fig. 3(«), 
the comparison with the experimental data is very good. The 
transient time for this heat pipe is approximately 2000 s. The 
vapor dynamics for this case are shown in Fig. 4. 

The gas-loaded heat pipe experimentally studied by Pon
nappan was simulated (Case 2), with results shown in Figs. 5 
and 6. This case has a higher radiative emissivity than Case 1, 
which results in a decrease in the thermal resistance at the outer 
condenser surface. In the experiment performed by Ponnap
pan, the emissivity was increased when the noncondensable 
gas was added, so that a near-constant operating temperature 
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Fig. 3 Temperature profiles for the conventional heat pipe with 0,„ = 515 
W (Case 1): (a) transient wall temperature profile; (b) transient centerline 
temperature profile 
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Fig. 5 Temperature profiles for the gas-loaded heat pipe with Q,„ = 451 
W (Case 2): (a) transient wall temperature profile; (b) transient centerline 
temperature profile 

z(m) 

Fig. 4 Vapor flow dynamics for the conventional heat pipe with 0,„ = 515 
W (Case 1): (a) transient centerline pressure profile; (b) transient cen
terline axial velocity profile 
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Fig. 6 Vapor-gas dynamics for the gas-loaded heat pipe with 0,„ = 451 
W (Case 2): (a) transient centerline gas density profiles; (b) transient 
centerline axial velocity profiles 

(compared to Case 1) could be maintained. In Fig. 5, the wall 
and vapor temperatures decreased significantly in the con
denser section due to the presence of the noncondensable gas. 
The gas density increased in the condenser during the transient 
operation, as shown in Fig. 6(a). The steady-state wall tem
perature is in good agreement with the data by Ponnappan. 

To validate the numerical procedure further, the gas-loaded 
heat pipe of Ponnappan with a low radiative emissivity (Case 
3) was simulated. The velocity vector and contour plots for 
the gas-loaded case with a low radiative emissivity (Case 3) are 
shown in Fig. 7. In Fig. 7(a), the temperature distribution for 

the gas-loaded case is significantly different from that of the 
no-gas case. As expected, there is a large temperature drop 
across the inactive condenser section, and the radial temper
ature variations in this section are relatively uniform. This is 
due to the low vapor velocities in this region and the resulting 
low convective heat transfer in the inactive condenser section. 

The vapor density contours, shown in Fig. 7(b), are radially 
uniform and have a sharp axial gradient. This is a conduction-
controlled heat pipe, with axial conduction through the heat 
pipe wall and wick as the principal heat transfer mechanism 
across the vapor-gas interface. 
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r (m) 

Fig. 7 Numerical simulation of the gas-loaded high-temperature heat 
pipe (Case 3): (a) temperature contours (K); (b) gas density isoconcen-
tration contours (kg/m3); (c) vapor velocity vectors (m/s); (d) pressure 
contours (N/m2) 
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Fig. 8 Temperature profiles for the gas-loaded heat pipe with Q,„ = 258 
W (Case 3): (a) transient wall temperature profile; (b) transient centerline 
temperature profile 

The results for Case 3 with a heat input of 258 W are shown 
in Figs. 8 and 9. In Fig. 8(a), the steady-state wall temperature 
is compared with the experimental data by Ponnappan (1989) 
with reasonable agreement. In Fig. 9(a), the transient axial gas 
density profiles are given, where the importance of including 
conjugate heat transfer through the wall can be recognized. If 
the gas distribution were controlled purely by the vapor dy
namics, the transient time would be on the order of 10"3 s 
(Shukla, 1981). Due to the presence and subsequent damping 
effect of the wall, the transient time of the noncondensable 
gas distribution is substantially increased. Physically, this phe
nomenon is controlled by temperature-dependent diffusion. 
At the beginning of operation, after liquid- or solid-state 
startup, the vapor temperature in the condenser is high. This 
high temperature increases the diffusive mass flux across the 
vapor-gas interface. However, as time increases, the vapor 
temperature in the condenser decreases, thus decreasing the 
mass flux of the noncondensable gas across the interface, and 
increasing the partial gas density in the reservoir. This phe
nomenon is reinforced by the compressible behavior of the 
vapor. As shown in Fig. 9(b), the vapor velocity is initially 
low. Therefore, the inertial effects of the vapor against the 
stationary noncondensable gas are small. As time progresses, 
the vapor velocity increases, which causes an increase in the 
inertial forces acting on the noncondensable gas, resulting in 
a further compression of the gas slug. 

After the gas-loaded heat pipe reached steady state for a 
heat input of 258 W, the heat input was pulsed to 306 W, as 
shown in Figs. 10 and 11. The transient axial temperature 
profiles are shown in Fig. 10, and the transient vapor-gas 
dynamics are shown in Fig. 11. The curves labeled with t = 0.0 
s correspond to steady state for Qin = 258 W. Of primary con
cern in Fig. 10 is the comparison of the transient time for the 
258 to 306 W heat pulse with that of the initial response to 
the 258 W heat input. As expected, the pulsed transient time 
is nearly 30 percent of the initial response time. Physically, 
this is due to the conduction-controlled behavior of the heat 
pipe. In the initial 258 W response, the heat stored in the 
condenser pipe wall needed to be rejected to the ambient as 

0 . 0 5 

0 . 0 4 

Fig. 9 Vapor-gas dynamics for the gas-loaded heat pipe with Q,„ = 258 
W (Case 3): (a) transient centerline gas density profiles; (b) transient 
centerline axial velocity profiles 

the noncondensable gas plug developed. However, at the ap
plication of the 258 to 306 W heat pulse, the condenser tem
perature was much closer to its final value, which required 
much less time to adjust. As the operating power changed from 
258 to 306 W, the vapor pressure of the heat pipe increased. 
This pressure increase compressed the noncondensable gas plug, 
and increased the active condenser length. 

The transient axial temperature results for a pulsed heat 
input of 258 to 451 W (Case 4) are shown in Fig. 12, and the 
vapor-gas dynamics are shown in Fig. 13. The main factor to 
be examined from this case is the initial response of the gas-
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Fig. 10 Vapor-gas dynamics for the gas-loaded heat pipe with a pulsed 
heat Input of Q,„ = 258 to 306 W (Case 3): (a) transient wall temperature 
profile; (b) transient centerline temperature profile 
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Fig. 12 Temperature profiles for the gas-loaded heat pipe with a pulsed 
heat input of Q,„ = 258 to 451 W (Case 4): (a) transient wall temperature 
profile; (b) transient centerline temperature profile 
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Fig. 11 Vapor-gas dynamics for the gas-loaded heat pipe with a pulsed 
heat input of Q,„ = 258 to 306 W (Case 3): (a) transient centerline gas 
density profiles; (b) transient centerline axial velocity profiles 
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Fig. 13 Vapor-gas dynamics for the gas-loaded heat pipe with a pulsed 
heat input of 0,„ = 258 to 451 W (Case 4): (a) transient centerline gas 
density profiles; (b) transient centerline axial velocity profiles 

loaded heat pipe, as shown in Figs. 12(b) and 13(d). As the 
heat input is pulsed from 258 to 451 W, the vapor temperature 
initially dropped at the inlet to the adiabatic section. Similarly, 
the axial velocity at that point increased nearly 60 percent. 
These effects have been observed by Cao and Faghri (1990) 
and are attributed to compressibility effects. 

Conclusions 
A transient two-dimensional simulation of gas-loaded heat 

pipes has been performed. The present numerical model used 

a conjugate solution technique to couple the unsteady heat 
transfer in the wall and wick with the transient vapor flow. 
The boundary condition at the outer condenser pipe wall in
fluenced the operating temperature of the heat pipe and altered 
the position of the vapor-gas interface. Increasing the radiant 
emissivity decreased the operating temperature and transient 
time period of the heat pipe. Steady-state gas-loaded heat pipe 
operation depends heavily on the mass of noncondensable gas, 
as this parameter affects the operating temperature and active 
condenser length. It was also shown that the transient time 
period increased when gas was added because more heat needed 
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to be conducted through the pipe wall to the previously active 
part of the condenser section. While the noncondensable gas 
is fundamentally one dimensional in nature, the complete prob
lem must be solved in two dimensions accounting for conjugate 
heat transfer through the wall and wick. 
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Forced Corrective Heat Transfer 
From a Continuously loving 
Heated Cylindrical Rod in 
Materials Processing 
The flow and heat transfer associated with the forced convective cooling of an 
infinite heated cylindrical rod moving continuously along its axis in a circular channel 
has been numerically investigated. Two different flow circumstances, involving uni
form flow at the inlet of the cooling channel in the same as well as in the opposite 
direction as the movement of the cylindrical rod, are considered in this study. This 
problem is of interest in several manufacturing processes such as hot rolling, con
tinuous casting, extrusion, wire drawing, and glass fiber drawing. The transport 
processes are time dependent at the initial stages, following the onset of motion, 
and usually attain steady-state conditions at large time. The temperature distribution 
in the solid is of particular interest in materials processing. A detailed numerical 
study is carried out, assuming an axisymmetric, laminar flow, transient circumstance. 
The governing full elliptic equations are solved, employing a finite volume method. 
The transport in the solid material is coupled with that in the fluid through the 
boundary conditions. The effects of several physical and process parameters such 
as rod speed, material, free-stream velocity, channel dimensions, and fluid on the 
temperature and the flow field are investigated. For the opposing flow circumstance, 
some very interesting phenomena are observed. Notable among these is the ap
pearance of a recirculating region within the fluid adjacent to the moving solid 
surface, causing a reduction in the heat transfer rate as compared to the aiding 
forced flow case. Validation of the numerical results is carried out by comparison 
with earlier experimental results, indicating very good agreement. 

Introduction 
A circumstance that is very commonly encountered in several 

manufacturing processes is that of a continuously moving plate 
or rod subjected to heat transfer at the surface. In the extrusion 
of metals, plastics or food materials, for instance, the material 
emerges from the extruder and cools by means of convection 
and radiation as it moves away from the die (Fisher, 1976). 
Similar situations arise in hot rolling, wire drawing, glass fiber 
drawing, and continuous casting (Arridge and Prior, 1964; 
Altan et al., 1979). In most of these cases the material moves 
in a quiescent fluid, with the flow arising due to material 
motion and buoyancy. But in several instances, an externally 
induced forced convective mechanism is employed, in order 
to increase the heat transfer rate. An aiding forced flow (in 
the same direction as the movement of the solid material) or 
an opposing forced flow (in the opposite direction as the move
ment of the solid material) may be employed. Also as the fluid 
heats up, due to contact with the hot solid, thermal buoyancy 
effects arise. Therefore, the resulting flow and thermal fields 
are determined by these three mechanisms: buoyancy, exter
nally driven forced flow, and the motion of the solid undergo
ing thermal processing. The present work assumes the buoyancy 
effects to be small as compared to the effects of external forced 
flow and material motion. This is valid for most important 
industrial processes, where the mixed convection parameter, 
Gr/Re2, is very small (Jaluria, 1992). 

Not much work has been done on the conjugate thermal 
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ceived by the Heat Transfer Division May 1993; revision received September 
1993. Keywords: Forced Convection, Materials Processing and Manufacturing 
Processes, Moving Boundaries. Associate Technical Editor: R. Viskanta. 

transport from moving solids. In recent years, some work has 
been done on the heat transfer from a plate of finite thickness 
moving through a quiescent ambient medium, as reviewed by 
Jaluria (1992). Chida and Katto (1976) computed the flow and 
temperature fields for a plate, employing boundary layer ap
proximations. Karwe and Jaluria (1988, 1991) studied, nu
merically, the heat transfer for this circumstance, considering 
temperature variation in the material. They found that the 
nonboundary layer effects are important near the point of 
emergence of the plate from the furnace or oven, and that 
these effects decay rapidly downstream. Kang et al. (1991) 
have also investigated, numerically, the conjugate transport 
that arises due to the continuous movement of a heated plate 
in a quiescent medium. The transient effects were studied in 
detail. In all these cases, the ambient fluid far from the flat 
moving surface was taken as quiescent. 

In response to the need for cooling in certain applications, 
forced convection may be employed to enhance the heat trans
fer rate from the heated rod to the fluid. Abdelhafez (1985) 
studied, analytically, the case of a continuous flat surface 
moving in a parallel free stream. Kang and Jaluria (1992) 
studied the steady-state flow and thermal fields and computed 
the heat transfer rates for a flat plate moving in a channel as 
well as in an extensive medium with uniform forced flow. 

Very little work has been done, however, on the thermal 
transport from a moving cylindrical rod. In materials proc
essing, axisymmetric flow is more common than the flow over 
a wide flat plate, for example, in processes such as glass fiber 
drawing, cable coating, extrusion of cylindrical billets, wire 
drawing, and others. Sakiadis (1961) analyzed the boundary 
layer generated by a continuously moving axisymmetric rod 
issuing from a slot into a quiescent fluid medium, using a 
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similarity transformation. Bourne and Elliston (1970) solved 
for the velocity profile and the Nusselt number for a moving 
circular fiber by the Karman-Pohlhausen integral technique. 
Chida and Katto (1976) computed the flow and temperature 
fields for a cylinder, employing boundary layer approximations 
and assuming temperature and velocity profiles in the devel
oping region. Forced-air cooling of a moving fiber was inves
tigated experimentally and theoretically, with an assumed heat 
transfer coefficient at the fiber surface, by Paek and Schroeder 
(1979). In none of these studies was axial or radial conduction 
transport included. Also none of these studies considered forced 
flow in a direction opposite to the movement of the rod. This 
configuration is employed in several industrial systems, where 
it is difficult to achieve the aiding flow circumstance or where 
it is important to minimize the loss of cooling fluid from the 
channel; see Kyriacou et al. (1990). 

As can be seen from the literature review above, there is a 
strong need to study forced convective cooling in the cylindrical 
configuration, considering both aiding and opposing forced 
flow circumstances. The present study is directed at the nu
merical simulation of the transport from a continuously mov
ing cylinder moving in the direction of its axis, with a uniform 
forced flow in the same or opposite direction as shown in Fig. 
1, including the coupling of the convective transport in the 
fluid with the conduction within the rod. The rod is assumed 
to move at a uniform speed Us. It is maintained at a given 
temperature T0 far upstream of the point where it emerges 
from a slot, representing an extrusion die or furnace outlet. 
The flow field in the fluid and the temperature distributions 
in the solid, as well as in the flow, are studied in detail. Nu
merical calculations are carried out, assuming an axisymmetric, 
transient, laminar flow circumstance. The full elliptic equa
tions that govern the heat transfer and the flow are solved, 
employing finite volume techniques. The effects of various 
dimensionless physical parameters such as Peclet number, Pe, 
the ratio Kj/Ks, of thermal conductivity of the fluid to that 
of the solid, the Prandtl number, Pr, as well as the effect of 
process parameters, such as the channel width, channel thermal 
conditions, and the upstream boundary conditions, are con
sidered in detail. The results obtained lead to a better under
standing of the basic physical processes and provide inputs 
that may be used in the design of the relevant system. They 
are useful, for instance, in determining the dimensions of the 
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Fig. 1 Schematic of a moving axisymmetric solid in the forced flow in 
a channel: (a) aiding flow, and (b) opposing flow 

systems needed to bring the material temperature to a desired 
level. Also, if the channel length is fixed, the results give an 
insight as to which physical or process parameters must be 
varied to cool the material down to the given temperature. The 
numerical approach is outlined and the important aspects that 
must be included for an accurate simulation are also discussed. 
Comparisons with experimental results in the literature show 
good agreement. 

Analysis 
Consider the transient, laminar flow induced by an infinitely 

long cylindrical rod, which is moving at a constant velocity Us 

in the direction represented by its axis. The temperature of the 
rod is assumed to be at a uniform value of T0 at some upstream 
distance xb away from the origin, x = 0, that is, at x= -xb, in 
order to simulate the condition of uniform temperature far 

Nomenclature 

B = 

Gr = 
h = 

H = 
Nu = 
Pe = 
Pr = 
r0 = 

r, x = 

R,X = 

Re 

T, e 

ratio of property values for the fluid to those 
for the solid =(pKC)f/(PKC)s 

Grashof number = g/3(V0- T^ii/v2 

surface convection heat transfer coefficient 

=(-j«:/(ar/ar)/)/(r„rf-7'.) 
channel gap width = r„-rQ 

local Nusselt number = hr0/Kf 

Peclet number = UsrQ/as 

Prandtl number = v/aj 
radius of the moving rod 
coordinate distance along the radial and axial 
directions, respectively 
dimensionless coordinate distance along the ra
dial and axial directions, respectively, X=x/r0, 
R = r/ra 

Reynolds number = Usr0/pf 
physical and dimensionless time, respectively, 
r=tUs/r0 

physical and dimensionless local temperature, 
respectively, 6 = (T— 7,

a,)/(7'o— T„) 

U, V = 

£/« 

velocity components in x and r directions, re
spectively 
dimensionless velocity components in x and r 
directions, respectively, U= u/Us, V= v/Us 

free-stream velocity, positive when aiding and 
negative when opposing material flow 

xb, Xb = physical and dimensionless upstream penetra
tion distance respectively, Xb = xb/r0 

a = thermal diffusivity 
v = kinematic viscosity of the fluid 

= dimensionless coordinate 
distance = x(pCk)j/Usr\ (p2C2) 

a;, fi = physical and dimensionless azimuthal vorticity 
component, respectively, Q = wr0/Us 

i/-, M' = physical and dimensionless stream function, 

Subscripts 
00 = 

c, surf = 
f,s = 

w = 

respectively, ^r = \j//Usro 

ambient medium 
center and surface of the rod, respectively 
fluid and solid, i.e., rod material, respectively 
channel wall 
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cylinder u - l l , , v - 0 ! 3TOx . 0, or S'TOx2 = 0 

(b) Opposing channel flow 

Fig. 2 Typical physical boundary conditions for a moving solid cylin
drical rod in the forced flow in a channel: (a) aiding flow, and (fa) opposing 
flow 

upstream in a furnace or an oven. The flow at the inlet is 
assumed to be isothermal and uniform. However, it is difficult 
to achieve these conditions in actual practice, where the flow 
is usually from the periphery (Roy Choudhury and Jaluria, 
1993). With an appropriate pressure difference imposed be
tween the peripheral flow entrance and one of the flow exits, 
and depending on the location of the flow entrance, the flow 
for the most part behaves either as an aiding or an opposing 
flow. Far from the rod entrance into the cooling channel, the 
flow and the temperature develop in the case of an aiding flow. 
But for an opposing flow, separation may occur and the flow 
field cannot attain developed conditions downstream. The gov
erning equations are solved assuming an axisymmetric flow. 
This approximation is satisfactory when the buoyancy effects 
are small or when the rod moves vertically upward or down
ward. The full governing equations, including the continuity, 
momentum, and energy equations for the fluid, and the energy 
equation for the solid, are given in physical terms, by Roy 
Choudhury and Jaluria (1992). 

The boundary conditions on u, v, and T arise from the 
physical considerations and are shown in Fig. 2. These are the 
no-slip conditions at the moving surface of the rod and the 
channel wall, the imposed temperature at the channel wall, 
temperature and heat flux continuity at the fluid-solid inter
face, and symmetry about the axis of the solid rod. At the 
outlet, either developed flow and thermal condition have been 
used, or the second derivatives of the velocity components and 
temperature with respect to the axial direction are assumed to 
be zero. These points are considered again later. 

The pressure term in the momentum equation is eliminated 
by taking the curl of the equation and, thus, transforming it 
into the vorticity transport equation, as outlined by Jaluria 
and Torrance (1986). The stream function \j/ and the azimuthal 
component of vorticity co (which is the only nonzero vorticity 
component for the axisymmetric circumstance) are defined as 

1 6V 
w=- dr' 

1 di 
v= — T > r dx 

dv du 
and u = — 

dx or 
(1) 

With this definition of the stream function, the continuity 
equation is automatically satisfied. 

The governing equations are nondimensionalized by em
ploying the following transformations: 

X=x/rQ, R = r/r0, r = tUs/r0, U=u/Us, V=v/Us, 

. T-T< 
To-T* 

V = \I//Usri, fi = corn/ Us, Re = Usr0/vf, 

¥e=Usr0/as, Pr = c/a (2) 

Expwi mental 

solution 

Numerical solution 
U, - 1.23 rrrt, r, - 14 urn (AJdwww «t a l . 1B68) 
U, - 5.77 rrrt, r, -14.5 j.m (AWwaon Ma l , 1B68) 
U, - 6.53 nVa. r,« 7.5 pm (AUweon «t al., 1668) 
U, - 1.78 nV*. r, - 24 jam (Arridgs & Prior, 1084) 

-5.0 -4.0 

log (4) 

(a) 

Exp«iiT>MilB! 
BoMion 

Numerical •ofution 
P a . 0.43 (King. 1900) 
Pa . 0.65 (Kang, 1690} 
Pa.o.BO(Kang.lBOO) 

Fig. 3 Comparison of experimental data with the present numerical 
results: (a) glass rod moving in air (B = 10"4-', p,C/psCs = 10"31, Pr = 0.7) 
and (b) aluminum rod moving downward in water (8 = 0.0036, ptCJ 
p.C. = 1.22, Pr = 4.8) 

The dimensionless equations thus obtained, in the vorticity-
stream function formulation, are: 

For the fluid 

i aV _a 
R dX2 + dR \RdR 

i dxp 
= - n 

3Q d(UQ) d(VQ) 1_ 

dr + dX + dR ~Re 

30 d(U6) 1 d{RV6) _ 1 
dr + dX +R dR "Re-Pr 

32Q 3 (\ d(RQ)\ 
r2 + 

dX' dR \R dR ) 

1 9 
dX2 + RdR *£ 

The energy equation for the solid rod is 

30 de_ i_ 
aT+a^r~Pe 

d2e I a 
dX2 + R 3R [R dR 

dd 

(3) 

(4) 

(5) 

(6) 

The initial and boundary conditions in terms of dimension
less quantities 0, Q, and ^ are obtained by employing the 
appropriate transformation of the physical boundary condi
tions, shown in Fig. 2. For details, see Roy Choudhury (1992). 
As discussed by Roache (1982), the outflow boundary con
dition for the stream function and vorticity can be taken as 
3 2 * / 3 ^ 2 = 3Q/aA"= 0.0. Similar treatment of outflow bound
ary conditions for stream function and temperature was also 
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t o " 0-50 

X = x/r0 

Fig. 4 Transient (a) isotherms and (b) centerline temperature variation 
of a teflon rod for aiding forced flow in a channel of water, with Re = 20.0, 
Pr = 7.0, H/h = 5.0, UJUS = 2.0 

done by Vafai and Ettefagh (1990). At the channel wall and 
at the rod surface, the nondimensional vorticity is numerically 
determined, as discussed in the next section. At the rod surface, 
the nondimensional temperature d(X, 1, T) is also numerically 
determined. 

Numerical Scheme 
Of the equations to be solved, those for the vorticity and 

the temperature (Eqs. (4)-(6)) are parabolic in time, elliptic in 
space, while the stream function equation (Eq. (3)) is elliptic. 
An approximation to their solution is obtained at a finite 
number of grid points. For a typical computational run, con
sidering a solid aluminum rod with a length to radius ratio of 
100 and moving in a channel of gap width H= 5r0, a 51 x 11 
uniform grid is used for the solid material and a 51 X 31 uniform 
grid is used for the fluid flow. These sizes are chosen by per
forming a grid independence study, monitoring the tempera
ture and vorticity fields. The size of AT is limited by stability 
considerations. 

The transient vorticity and energy equations, in conservative 
form for both the solid rod and the fluid, are solved using the 
Alternate Direction Implicit (ADI) scheme, as given by Peace-
man and Rachford (1955). At each time step, after advancing 
the solutions for the vorticity transport and the temperature 
equations (for both the solid and the fluid) by the ADI scheme, 
the stream function equation was solved using the SOR method 

1 
- Triton In w*Wf;rVK,-3.041 

- Aluminum In water; t y K , - 0.002M 

at the rod outiet, dQJdX. - 0 (developed) 
at the rod outlet, d 'e^X 1 - 0 
at the flow outlet, d,Qr£XI - 0 

X = x/r0 

(b) 

Fig. 5 (a) The dependence of the temperature at the channel inlet, on 
the upstream location X= -Xb where uniform temperature T= T0 is ap
plied to simulate the uniform condition in a furnace or oven for different 
solid materials,, with UJUS = 2.0 (aiding) and (b) the effect of numerically 
imposed thermal boundary conditions at the outlet on the centerline 
temperature variation for a teflon rod moving in water, with UJUS = 2.0 
(opposing) (for both cases Re = 25, Pr = 7.0, H/r0 = 5.0) 

(Roache, 1982). The dimensionless equations are discretized 
using a three-point central differencing scheme (Jaluria and 
Torrance, 1986), except for the convection terms. To preserve 
the stability of the numerical scheme these nonlinear space 
derivatives are approximated with a donor cell scheme (Roache, 
1982). 

The conjugate boundary conditions at any node on the solid 
surface are determined in discretized form in terms of the 
temperature values of the adjacent nodes, by taking into ac
count the mass and energy conservation within a control vol
ume, lying partly within the solid and partly within the fluid 
(Roy Choudhury, 1992). For obtaining the value of vorticity 
at the rod and the channel surfaces, a Taylor series expansion 
of the stream function is used with a first-order approximation, 
which gives rise to the following boundary conditions for vor
ticity (Roy Choudhury and Jaluria, 1992). 

At the interface between the fluid and the solid 

« ( ( , / ' " ! ) = • 

1 2[¥(i, jn\ + l ) -* ( i , jnl)-Rsm(AR] 
(7) 

^surf ^ s u r f ( A ^ ) 

where jn\ is the radial grid point on the cylinder surface, / is 
the axial grid point, and AR is the radial grid spacing. At the 
channel surface, 
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Fig. 6 Effect of the rod speed Us (for aiding flow with given Uri) on (a) 
local Nusselt number variation and (6) centerline temperature decay, for 
an aluminum rod moving in water, with H/r0 = 5.0, /C/Ks = 0.0029 

0 ( , ' ^ > - - RW(AR? (8 ) 

where jn is the radial grid point at the channel wall, so that 
Rw- Rsm{ = (jn —jnl)- AR. Higher order approximations of wall 
vorticity gave rise to instability and, therefore, were not used. 

The calculations were carried out till the maximum changes 
in the velocity and temperature field at all grid points satisfy 
a convergence criterion. The effect of the chosen convergence 
criteria on the steady state solution was studied, to ensure a 
negligible effect on the computed results. 

Numerical validation of the code was carried out by running 
the code for a flat plate in a channel flow and comparing the 
results obtained with those given by Kang and Jaluria (1992). 
The results were found to agree very closely (Roy Choudhury, 
1992). Also mass and energy fluxes across different finite vol
umes were calculated to ensure mass and energy conservation. 
Comparisons with experimental data also showed very good 
agreement, as shown in Fig. 3. Very few experimental data are 
available with a channel flow for a moving rod with forced 
convection. Instead the data available for quiescent flow 
(Um = 0) are used for validation of the numerical scheme. A 
comparison of the surface temperature distributions from the 
present numerical results and those from the experimental data 
obtained by Alderson et al. (1968) and Arridge and Prior (1964) 
for a heated glass fiber moving in air was carried out. The 
results are shown in Fig. 3(a). Here £ is a dimensionless co-
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Fig. 7 Effect of the free-stream velocity for aiding flow on the local 
Nusselt number variation for an aluminum rod moving in water, with 
H/r0 = 5.0, Pe = 0.6, Pr = 7.0, K/Ks = 0.0029 

ordinate distance in the direction of material motion as defined 
by Chida and Katto (1982) as £ = (x(pCK)/)/(Usr

2
0(p

2C2)). The 
results show very good agreement between the present nu
merical results and the experimental data obtained. Kang et 
al. (1994) performed an experiment with an aluminum cylinder 
moving downward in an extensive water medium. The same 
situation is simulated numerically and the experimental data 
on the surface temperature are shown in Fig. 3(b). Again the 
numerical results show very close relation to the experimental 
results. Also several other experimental comparisons are given 
by Roy Choudhury and Jaluria (1993) for an optical fiber 
moving in a channel with peripheral flow entrance. Again the 
results show very good agreement. 

Numerical Results and Discussion 
Numerical solutions to the vorticity, temperature, and stream 

function equations were obtained to study several important 
aspects associated with the aiding and opposing circumstances. 
Results were obtained over wide ranges of the governing pa
rameters. The flow is initially transient, and reaches the steady-
state condition eventually. The problem is solved as a transient 
problem, because the time-dependent process is important in 
several cases, such as during the startup process of the furnace, 
and because it leads to better insight and proper understanding 
of the physical mechanisms involved. In addition, the scheme 
can be used for time-varying boundary conditions for which 
a steady-state situation is not obtained. The transient isotherms 
and axial temperature distributions for a teflon rod moving in 
water are shown in Fig. 4. It is found from this figure that 
the temperature field develops gradually and does not show 
any overshoot or periodic behavior. The flow field also de
velops similarly, but develops faster than the thermal field. 
For the sake of brevity, no other transient results are presented 
here. For more detailed discussion on the transient results see 
Roy Choudhury (1992). Some typical steady-state results are 
presented here to indicate the main trends. The values of the 
nondimensional parameters used for these results are typical 
for a few important manufacturing processes, as mentioned 
earlier. 

Effect of Boundary Conditions. Because of the upstream 
penetration of the effect of thermal diffusion, the relevant 
boundary conditions must be applied numerically at X= — X/,, 
where the value of Xb is increased till the results become es
sentially independent of a further increase. This is done to 
simulate the condition that exists upstream of the point of 
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Fig. 8 The downstream variation of the local Nusselt number for an 
aluminum rod moving in a channel, with air or water as the fluid, for 
Pe = 0.3, H/r0 = 5.0, UJUS = 2.0 (aiding) 
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Fig. 9 Effect of the material of the moving rod on (a) isotherms for an 
aluminum rod moving in water; K,/Ks = 0.0029, (fa) isotherms for a teflon 
rod moving in water; K/fcs = 3.041, (c) centerline temperature decay, and 
(d) the variation of the local Nusselt number: Re = 40.0, Pr = 7.0, H/r0 = 5.0, 
UJUS = 2.0 (aiding) 

emergence from an extruder die, a furnace, or an oven. Figure 
5(a) shows the temperature at X= 0 and R = 0 for various values 
of Xb, when the rod surface is assumed to be adiabatic in the 
region -Xbs,X<0. The value of temperature is specified at 
a uniform value of T0 at X= -Xb, or 0 < R< 1. This figure 
indicates that the solution is dependent on the location where 
T0 is applied for small values of Xb. It is seen that the value 
of Xb has a significant effect on the computed temperature 6 
at X=0 and R = 0 for a material with high thermal conduc
tivity, such as aluminum. On the other hand the effect of 
upstream thermal diffusion is negligible for teflon, due to the 
low thermal conductivity of the material. It is also found that 
Xb= 12.5 is large enough, even for an aluminum rod, to sim
ulate an infinitely large upstream distance, because increasing 
Xb further hardly affects the temperature at X= 0 and R = 0 

0. - -0.25 
6.-0.0 

(a) 

B. - -0.25 
0, . 0.0 
9. - 0.25 
adiabatic wall 

(b) 

Fig. 10 Local Nusselt number variation for different thermal conditions 
at the channel wall for an aluminum rod: (a) air, Pr = 0.7, K/Ks = 0.000126, 
and (b) water, Pr = 7.0, K,/Ks = 0.00294, at Pe = 0.3, H/r0 = 5.0, UJUS = 2.0 
(aiding) 

(a cut-off criterion of less than 1 percent change in 0(0, 0) with 
a change of 1 in Xb is used). 

The effect of different upstream boundary conditions at the 
surface of the rod for - Xb < X < 0 is found to be important 
when aluminum is the solid, but not so when the solid material 
is a low-conductivity one, such as teflon (Roy Choudhury and 
Jaluria, 1992). These results are important from the design 
point of view as well as the numerical simulation of the process 
for different materials. The type of boundary condition will 
influence the calculated length of the cooling trough, distance 
between the die and the take-up spool, etc. 

The numerical imposition of the outflow boundary condi
tions is another difficult task. Different thermal and flow con
ditions have been considered at the outlet. A variation in the 
boundary conditions for the flow quantities, such as the ve
locity components, did not give rise to any significant change 
in the cooling of the rod, nor did it change the Nusselt numbers 
or the flow field. The thermal conditions, on the other hand, 
have to be applied very carefully at the outlet. If the channel 
is infinitely long, then it can be assumed that at the outflow 
boundary the temperature of the rod approaches the ambient 
temperature, i.e., 0—0. We could say the same thing about 
the fluid temperature in case of an aiding flow. In case of an 
opposing flow, however, since the flow exit is at the point of 
emergence of the rod from the slot or the die, this approxi-
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Fig. 11 Isotherms for an aluminum rod moving in different ambient fluids (aiding flow) under various 
thermal conditions: (a) air, 0„ = O.O, (b) air, 0„= -0.25, (c) water, 0„ = O.O, (d) water, 0„= -0.25 

mation can not be made. Also, a finite length of the channel 
is employed in practice. Therefore, an appropriate form of the 
boundary conditions is necessary. 

At the outflow two different thermal conditions were im
posed for the fluid. In the first case, the thermal field is assumed 
to be developed at the outlet (i.e., dd/dX=0). In the second 
instance, however, a weaker restriction is applied, which re
moves the requirement that the isotherms have to be parallel 
to the X axis. It is assumed that the isotherms are linear at 
the outlet, so that their slopes are constant (i.e., d26/dX2 = 0). 
This implies that the axial diffusion is negligible. The same 
boundary conditions are applied for the rod at the point of 
exit from the channel. 

Figure 5(b) shows the effect of boundary conditions for the 
opposing flow case. When the second derivative conditions is 
used at either the rod or the flow outlet, the conditions used 
at other outlet is the developed flow and temperature field 
assumption. It is observed that the effect of these outflow 
boundary conditions is small, except close to the outlet. A 
similar trend is observed for the aiding flow case as well; see 
Roy Choudhury and Jaluria (1993) for details. If the channel 
is a long one, these outflow boundary conditions hardly affect 
the flow or thermal field, because, ultimately, the second 
boundary condition can be used for all cases, whereas the first 
boundary condition should be used for a relatively long com
putational domain. 

Aiding Flow. Several different results are obtained for the 
aiding flow case. For considering the effect of different phys
ical and process parameters on the heat transfer rate and cool
ing, the local Nusselt number is defined as Nu = hrQ/K, where 
h is the local heat transfer coefficient calculated at the surface 
of the rod, as defined in the nomenclature. The heat transfer 
coefficient h is based on the inlet temperature because it is a 
constant and is often known in the problems considered. Thus, 
the local Nusselt number can be written as 

N« = - = 
hr0 ( - jM/dR))R. 

(9) 

Figure 6 shows the effect of a change in the speed of the 
rod U„ (to maintain the forced convection velocity at the inlet 
constant, the ratio Ua,/Us is varied). At a higher velocity, Us, 
the heat removal rate, is larger. This is because at a higher 
velocity of the rod, the induced flow in the fluid increases, 
resulting in an increase in the local Nusselt number, as observed 
in Fig. 6(a). However, considering a finite distance through 
which the rod passes, even though the local Nusselt number 
in this region is higher for an increased rod speed, the time 
taken by the rod to pass through the region is smaller. This 
results in less thermal energy being extracted from the rod 
while it passes through the given region at faster speed. This 
can be seen from Fig. 6(b). Thus, in a given process, if the 
velocity of drawing or extrusion is increased, it is found that 
a larger length would be required to cool the rod to a given 
temperature level, despite the increase in the local heat transfer 
rate. 

Figure 7 shows the effect of a change in the force convection 
velocity, £/„, when the rod moves at a fixed speed, Us. As 
expected, it is observed that the local Nusselt number and, 
consequently, the heat transfer rate increases with an increase 
in the forced convective velocity. A larger [/„ results in a 
thinner boundary layer in the developing region of the channel 
flow, giving rise to a larger heat transfer rate, as is well known 
from the heat transfer literature (Burmeister, 1983). 

Figure 8 shows the effect of the ambient fluid on the heat 
transfer rate for a given material, chosen as aluminum. The 
rod moves at a given velocity in a channel of given radius. The 
only difference is due to the fluid employed. When water 
(Pr = 7.0) is the cooling medium, the heat transfer rate is much 
higher than when air (Pr = 0.7) is the cooling medium at small 
X, because the thermal diffusion is much stronger in water 
than in air due to the larger thermal conductivity in the former 
case. However, at larger X, a crossover in Nusselt number is 
observed. Such a crossover in the curves is expected from the 
more rapid drop in the temperature in water, as compared to 
that in air. Many gases, like nitrogen, behave similarly to air, 
while some of the liquids behave like water. For the effects of 
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Fig. 12 The variation of the local Nusselt number with the channel gap 
width, H/r0, for an aluminum rod moving in (a) air, Pr = 0.7, and (b) water, 
Pr = 7.0: Pe = 0.3, UJUS = 2.0 (aiding) 

different ambient fluids on the optical fiber drawing process, 
see Roy Choudhury and Jaluria (1993). 

Figure 9 shows the isotherms, the local Nusselt number, and 
the centerline temperature decay for aluminum and teflon, with 
water as the cooling medium. The radius and speed of the rod 
are the same, as are the channel radius and the forced con
vection velocity. It is seen that within the rod there is a large 
variation in temperature in case of teflon, a poor conductor, 
while for aluminum, the temperature difference across the 
material is almost negligible. It can be concluded that for 
aluminum or any highly conducting material, the temperature 
can be lumped radially. It is also seen from the centerline 
temperature decay and the local Nusselt number distributions 
that there is a rapid temperature decay downstream in the case 
of aluminum, because of large axial diffusion. Thermal energy 
is, therefore, rapidly diffused downstream and then lost to the 
fluid at the surface. However, for teflon, there is a more 
gradual temperature decay downstream. Since the temperature 
levels are higher in the case of teflon, the temperature gradient 
near the rod surface is quite high, the fluid being the same 
(water) for both cases. This results in a larger local Nusselt 
number, and consequently larger heat transfer rate to the am
bient, except very near the slot. 

Figure 10 shows the effect of different wall thermal con
ditions on the heat transfer rate, when an aluminum rod moves 
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Fig. 13 Effect of flow direction on the streamlines for an aluminum rod 
moving in water, with Re = 40.0, Pr = 7.0, K/Ks = 0.0029, \(UJUS)\ =2.0; 
(a) aiding flow, (b) opposing flow 

at the same speed in air and water, with the same channel 
radius. In the case of air it is seen that if the wall is kept at a 
temperature lower than the ambient temperature (dw= - 0.25), 
then the rate of heat removal is larger than when the wall is 
maintained at the ambient temperature, as indicated by the 
local Nusselt number. This is due to an increase in the tem
perature gradient at the surface and is evident from Fig. 11(6) 
where the isotherms are seen to be closer to the surface of the 
rod. Similarly, the Nusselt numbers are lower when the wall 
temperatures are higher than the ambient temperature. The 
Nusselt number and, consequently, the heat transfer rate vir
tually vanish if the wall is maintained as adiabatic, since no 
heat loss occurs at the channel wall in this case. 

On the other hand, for water in a channel of width H= 5r0, 
because of higher thermal conductivity and thinner thermal 
boundary layer the radial drop in temperature is rapid. There
fore, the heat transfer from the rod is hardly affected by the 
wall boundary conditions. Again it is evident from Figs. 11(c) 
and 11 (d) that the isotherms near the rod surface remain vir
tually unchanged as the wall thermal condition is changed from 
6W = 0 to 6W= -0.25. Thus, it is observed from Fig. 10(b) that 
the Nusselt numbers are really unaffected by the channel wall 
thermal conditions, unless the channel gap width is very small. 
The design consideration that is worth mentioning in this con
text is that reducing the temperature of the wall by means of 
some kind of cooling jacket, when air is used as the forced 
convective medium, increases the heat transfer rate substan-
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Fig. 14 Effect of flow direction on (a) local Nusselt number variation, 
and (6) centerline temperature decay for an aluminum rod moving in 
water, with Re = 40.0, Pr = 7.0, K/Ks = 0.0029, \UJUS\ =2.0 

tially. But unless the channel is very narrow, there is hardly 
any difference in heat transfer from the rod surface if water 
is used as the cooling medium. 

The effect of the channel gap width on the heat transfer 
from the surface of the rod, for given thermal conditions, is 
next investigated. From Fig. 12, it can be seen that, for both 
air and water, with a decrease in channel width, the Nusselt 
number increases, as the temperature gradient at the surface 
increases. Comparing the Nusselt number variation for air and 
water, it is observed that for air the Nusselt number keeps on 
decreasing as the channel width is increased. But when water 
is used as the cooling medium, the Nusselt number hardly varies 
when the channel width H is more than 4r0. This can again be 
explained by the results in Fig. 11(c). Since most of the radial 
temperature drop takes place close to the surface of the rod, 
increasing the channel width hardly affects the heat transfer. 

Opposing Flow. Figure 13 shows the effect of the forced 
flow direction on the flow field. It is seen from the streamlines 
for the opposing flow case (Fig. 136) that a recirculating flow 
region develops near the surface of the rod. This recirculating 
flow region arises as a consequence of flow reversal, which 
occurs since the fluid near the surface of the rod tends to move 
along with the rod because of viscous effects. However, near 
the entrance of the forced flow, the fluid velocity is large 
enough to force the flow to take place in the same direction 
as the forced convection velocity. No such recirculation arises 
in the aiding circumstance; see Fig. 13(A). 

g 
Z 

lUJU.I - 2 .0 
|U_/U.I - 4 .0 
l l W U j - 6 .0 

Fig. 15 Effect of the free-stream velocity on the local Nusselt number 
variation for (a) an aluminum rod moving in a channel with forced air 
flow in the opposite direction for Pe = 0.3, Pr = 0.7, K/Ks = 0.000126, and 
(b) a teflon rod moving in a channel with forced water flow in the opposite 
direction for Re = 25.0, Pr = 7.0, /C//Cs = 3.041 

Figure 14 examines the centerline temperature decay and the 
variation of the local Nusselt number for the opposing flow 
case. From Figs. 13(Z?) and 14(a), a direct correspondence can 
be established between the recirculating flows and the local 
Nusselt number. The Nusselt number is generally high at the 
inlet where the forced flow enters the channel, but as the 
recirculating region begins, the flow velocity near the surface 
of the rod becomes very small. This results in a small local 
heat transfer rate, and consequently the Nusselt number is 
relatively small as compared to that for aiding flow. A similar 
trend is reflected in the centerline temperature decay, which 
is seen to be more rapid in the case of aiding flow, as compared 
to opposing flow. 

In most cases, the basic trends for the opposing flow are 
similar to those seen earlier for the aiding flow. Therefore, 

,not all the results are shown here, to avoid redundancy. Only 
the response to an increase in free-stream velocity is shown. 
From Fig. 15(a) it is seen that, for air as the fluid, an increase 
in the forced convection velocity leads to an increase in the 
local Nusselt number near the flow entrance. But the Nusselt 
number reaches an essentially constant value away from the 
flow entrance. This phenomenon can also be explained in terms 
of the recirculating region, where the velocity is in the direction 
opposite to the forced convection velocity. Therefore, the sur
face heat transfer in this region is really independent of the 
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Table 1 Values of the coefficients A, m'l, and m2 for different circum
stances 

Type of flow 

Aiding flow 

Opposing flow 

Material-fluid 

Aluminum-air 

Aluminum-water 

Glass-air 

Aluminum-air 

Glass-air 

A 

0.5866 

1.9563 

0.5622 

0.5922 

0.5729 

m l 

0.0119 

0.5058 

0.0077 

0.0107 

0.0036 

m2 

0.0076 

0.0899 

0.0029 

0.0173 

0.0056 

Range of Pe 

0 .2 - 1.5 

0 .2 - 1.6 

15 - 200 

0 .2 - 1.5 

15 - 200 

Range of | (7„ / i r , | 

0 . 5 - 10 

0.5 - 10 

0.5 - 10 

0.5 - 10 

0.5 - 10 

(a) IU./U.I -2.0 
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Fig. 16 The effect of free-stream velocity on the steamlines for op
posing forced water flow over a teflon rod, with Re = 25.0, Pr = 7.0, 
H/r0 = 5.0 

forced convection velocity, and is principally governed by the 
rod movement. However, if water is the cooling medium, then 
changing the forced convection velocity has a more pronounced 
effect, as seen from Fig. 15(6), which shows the Nusselt number 
variation for a teflon rod moving in water. In this case, with 
an increase in the forced flow velocity the recirculating region 
diminishes (as seen from Fig. 16), leading to an overall increase 
in Nusselt number and in the consequent temperature decay. 

Heat Transfer Correlations. After numerical results were 
obtained for many cases, some typical heat transfer correla
tions were also derived. The heat flux distribution in the axial 
direction is a very important result, but if a given length of 
channel is considered, the distribution of h, the heat transfer 
coefficient, and average h calculated from that, is very useful 
in determining the cylinder temperature at the exit, which is 
often the most useful result. Therefore, the functional de
pendence of Nusselt number is identified. From the discussions 
so far, the principal variables on which Nusselt number is found 
to depend are identified as the rod speed, the free-stream ve
locity, and the material-fluid combination, assuming the ge
ometry (channel width and length) and wall thermal conditions 
to remain unchanged. Here different Nusselt number corre
lations are attempted for a fixed channel width and length, by 
first evaluating an average value of the Nusselt number over 
the length of the channel, and then using linear regression with 
the correlation asssumed to be of the form Nu = /lPemi 

I Um/Us]'"2. When air is the cooling medium the length of 
channel considered is /= 840r0, while when water is the cooling 
medium the length of channel considered is /= 105/-0. The av
erage Nusselt number remains virtually unaffected by longer 
length. For all the cases, the channel width His taken as 5r0. 
The coefficients A, ml, and ml are given in Table 1. 

It is apparent from these correlations that when water is 
used as the fluid, the effect of rod speed Us is much more 
pronounced than the effect of the free-stream velocity £/„. 
However, when air is the fluid, the Nusselt numbers reach 
more or less a constant value for the length of the channel 
considered, and depend very weakly on the rod speed or the 
free-stream velocity. 

Conclusions 
A detailed numerical study of the conjugate transport from 

a continuously moving infinite cylindrical rod in the forced 
flow in a channel has been carried out. Two different forced 
flow configurations, namely, one aiding and the other op
posing the movement of the rod, have been considered in this 
study. These circumstances are of interest in several manu
facturing processes, ranging from crystal growing, continuous 
casting, cable coating, and extrusion, to wire and glass fiber 
drawing. Interest lies in determining the dependence of the 
thermal field in the material, since this affects the thermal 
stresses and the quality of the product, on the physical and 
process variables. Such inputs are needed to design and possibly 
optimize the thermal system or the operating conditions as
sociated with the processes. Also of importance and interest 
is the numerical simulation of the process, particularly the 
numerical imposition of the boundary conditions and their 
effect on the results. 

The results obtained indicate that the penetration of the 
diffusion effects upstream of the point of emergence is im
portant and must be appropriately treated in the numerical 
scheme. The heat transfer and the consequent temperature 
decay in the material undergoing thermal processing are found 
to depend significantly on the channel width, on the channel 
thermal conditions, on the fluid used, and on the rod speed. 
However, if the thermal conductivity of the fluid is high, then 
the channel width and the channel boundary conditions do not 
have a significant effect. For the opposing flow circumstance 
it is found that a recirculating region is formed near the rod 
surface, reducing the rate of heat transfer from the surface. 
As the recirculating region increases in thickness, the heat 
transfer from the surface is seen to decrease. Comparisons of 
the numerical results with experimental data available in the 
literature show very good agreement. A few heat transfer cor
relations are also derived to indicate the dependence of the 
Nusselt number on the important parameters in the problem. 
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Conwectiwe Transport Phenomena 
and Macrosegregation During 
Solidification of a Binary Metal 
Alloy: I—Numerical Predictions 
A continuum model is used to simulate transient convective transport phenomena 
numerically during solidification of a Pb-19 percent Sn alloy in an experimental 
test cell. Solidification occurs in an axisymmetric, annular mold of stainless steel, 
cooled along its outer vertical wall. Results show that, during early stages of solid
ification, double-diffusive convection and liquid exchange between melted and 
mushy zones are responsible for the formation of channels in the outer periphery 
of the ingot, which ultimately lead to a form of macrosegregation known as A-
segregates. During intermediate stages of solidification, solutally driven natural 
convection spawns a cone segregate in the interior region of the ingot. The final 
macrosegregation pattern is characterized, in general, by increasing Sn concentration 
with increasing height throughout the ingot and by increasing Sn concentration with 
decreasing radius in the upper portion of the ingot. 

Introduction 
Solidification phase change is an important phenomenon in 

many industrial applications, as in casting, welding, energy 
storage, crystal growth, and food processing. While many so
lidification processes have evolved to be very efficient, ad
vances have often relied, not on basic principles, but on specific 
empirical knowledge, which cannot be used to develop new 
processes to meet increasing demands for high-quality and/or 
special purpose materials. This paper reports the results of a 
model simulation aimed at obtaining a fundamental under
standing of the role played by convection during the solidi
fication of metal alloys. In a companion paper (Prescott et 
al., 1994), the validity of the model is assessed through a 
comparison with experimental results obtained for a Pb-Sn 
alloy. 

In most alloy solidification processes, a two-phase (mushy) 
zone forms. The zone is comprised of solid dendrites and 
interdendritic liquid, and it separates fully solidified and melted 
regions, with which it shares solidus and liquidus interfaces, 
respectively. Since alloys freeze dendritically over a tempera
ture range, the mushy zone is neither isothermal nor of uniform 
solid fraction. Furthermore, because dendrite arm spacings are 
typically of the order of 10~5 to 10~4 m, the actual solid-
liquid interface within the mushy zone is macroscopically ir
resolvable. Hence, the mushy zone is often viewed as a porous 
medium with a time varying, inhomogeneous, and, perhaps, 
anisotropic permeability. 

Convection within a solidification system can be driven by 
one or more of several mechanisms, including buoyancy, 
shrinkage, mechanical agitation, surface tension gradients, and 
electromagnetic body forces. This investigation specifically ex
amines the effects of buoyancy on convection occurring during 
solidification of a binary metal alloy. Buoyancy-driven flow 
is effected by density gradients, which are established by both 
temperature and liquid concentration gradients. Because the 
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dendritic array is permeable, flow may occur in the mushy 
zone, as well as in the melt. Temperature gradients are induced 
by cooling, and liquid concentration gradients arise from phase 
equilibrium requirements. Since the liquidus line in the equi
librium phase diagram (Fig. 1) defines the relationship between 
temperature and liquid concentration within the mush zone, 
a temperature gradient within the mushy zone is accompanied 
by a liquid concentration gradient, and depending upon the 
relative densities of the alloy constituents, solutal buoyancy 
forces may either augment or oppose thermal buoyancy 
forces.Flows in the fully melted and mushy regions are coupled 
and may strongly influence important properties such as the 
size and orientation of grains, which, in turn, determine the 
mechanical properties of the casting. Moreover, convection 
within the mushy zone is known to be responsible for macro-
segregation (Flemings, 1974; Fisher, 1981), which refers to the 
macroscopic redistribution of alloy constituents. The forma
tion of voids, entrapment of inclusions, and the development 
of residual stresses are also affected by both advective and 
diffusive transport phenomena. 

Models that suggested a relationship between convection and 
macrosegregation were originally developed by Flemings and 
co-workers (Flemings and Nereo, 1967; Flemings et al., 1968; 
Mehrabian et al., 1970; Kou et al., 1978; Fujii et al., 1979). 
Application was, however, restricted to the mushy zone, thereby 
ignoring the coupling that exists between the solid, mushy, 
and melted regions. Szekely and Jassal (1978) and Ridder et 
al. (1981) accounted for coupling between the melted and 
mushy zones by solving a set of governing equations for each 
zone, subject to interfacial matching conditions. However, 
such multidomain models require numerical grids to be con
tinuously remeshed in order to track the progression of the 
liquidus interface and are unable to predict irregular interface 
shapes that occur due to remelting and double-diffusive con
vection patterns. 

The numerical calculations of this study are based on a 
continuum model for momentum, energy, and species trans
port in binary, solid-liquid phase-change systems (Bennon and 
Incropera, 1987a). Since the model equations apply concur
rently in solid, mushy, and liquid regions, these zones are 
implicitly coupled, and solutions can be effected with only a 
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Fig. 1 Equilibrium phase diagram for the Pb-Sn system 

single, fixed numerical grid and a single set of boundary con
ditions. In applications of the continuum model (Bennon and 
Incropera, 1987b,c; Christenson et al., 1989; Neilson and In-
cropera, 1991), features such as an irregular liquidus interface, 
double-diffusive convection in the melt, the channeling of in-
terdendritic flows, and characteristic macrosegregation pat
terns were predicted. Similar models, which also rely on the 
assumption of local thermodynamic equilibrium between solid 
and liquid phases in the mushy zone and on Darcy's law (or 
extensions thereof) to accommodate interphase momentum 
exchange, have been developed (Voller and Prakash, 1987; 
Beckermann and Viskanta, 1988; Voller et al., 1989; Ganesan 
andPoirier, 1990; Amberg, 1991; Felicelli et al., 1991;Heinrich 
et al., 1991; Nandapurkar et al., 1991; Poirier et al., 1991; Xu 
and Li, 1991a,b), and detailed reviews of existing models have 
been published (Viskanta and Beckermann, 1987; Viskanta, 
1990; Prescott and Incropera, 1993). 

Although several studies have attempted to validate contin
uum models by comparing predictions with data obtained for 
aqueous salt solutions (Beckermann and Viskanta, 1988; Chris
tenson et al., 1989; Neilson et al., 1990), such comparisons 
are almost nonexistent for metal systems. Shahani et al. (1992) 
studied solidification of Pb-Sn alloys in a rectangular mold, 
across which a nearly constant temperature difference was 
maintained. Using measured side wall temperatures for pre
scribed boundary conditions, they simulated experimental con

ditions and achieved reasonably good agreement between 
predicted and measured macrosegregation. 

The objective of this study is to simulate the solidification 
of a Pb-19 wt pet Sn alloy in an annular test cell subjected to 
axisymmetric cooling along its outer vertical wall. The model 
and related simulations are described in this paper, while ex
perimental results and comparisons with the predictions are 
presented in a companion paper (Prescott et al., 1994). 

Model 

A continuum model for transport phenomena in binary solid-
liquid phase-change systems (Bennon and Incropera, 1987a; 
Prescott et al., 1991) is used, and under the assumption of 
axisymmetric conditions, the model transport equations are 

dp 

dt 

- (pu) + V-(pV«) = V ' 
at 

+ V • (pV) = 0 
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Pi 
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+ V - [ p D v a f n - / S n ) ] - V - [ / , p ( V - V s ) ( / f n - / f n ) ] (5) 

for conservation of total mass, axial and radial momentum, 
energy, and species, respectively. The assumption of axial sym
metry is reasonable for computational purposes, although in
stabilities leading to three-dimensional flow conditions may 

N o m e n c l a t u r e 

B 
c 

D 

f 
Gr 

H = 
h = 
K = 
k = 

Le = 
m = 

N = 

P = 
Pr = 

body force, N/kg 
specific heat, J/kg-K 
binary mass diffusion coeffi
cient, m2/s 
mass fraction 
Grashof number = gj3TATLi/v2 

volume fraction or gravita
tional acceleration, m/s2 

height of mold cavity, m 
enthalpy, J/kg 
permeability, m2 

thermal conductivity, W/m-K 
Lewis number = Sc/Pr 
slope of liquidus line on the 
equilibrium phase diagram, K 
buoyancy parameter 
= Ps/(.mpT) 
pressure, N/m2 

Prandtl number 

Q = 
v = 

Sc = 
T = 
/ = 

U = 

u, v = 

V = 
z = * 

z = 

fa = 

V- = 
p = 
* = 

heat flux, W/m2 

radius, m 
Schmidt number 
temperature, °C or K 
time, s, or thickness, m 
overall heat transfer coeffi
cient, W/m2-K 
axial and radial velocity com
ponents, m/s 
velocity, m/s 
axial position, m 
dimensionless axial coordi
nate = z/H 
solutal expansion coefficient 
thermal expansion coefficient, 
KT1 

viscosity, N-s/m2 

density, kg/m3 

streamfunction, kg/s-rad 

Subscripts 

b = 
c = 
e = 
f = 
i = 
k = 
/ = 

max = 
mm = 

o = 
r = 
s = 
z = 

bottom 
coolant 
eutectic 
fusion 
initial or inner 
phase k 
liquid phase 
maximum 
minimum 
outer 
radial component 
solid phase or solutal 
axial component 

Superscripts 
Sn = tin 
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Table 1 Physical properties of Pb, Sn, and the mold 
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fusion enthalpy (J/kg) 

fusion temperature (°C) 

solid specific heat (J/kg-K) 

liquid specific heat (J/kg -K) 

solid thermal conductivity (W/m-K) 
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34 

16 
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Sn 
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51 

,78xl0-3 

7000 

9 

-" 

1 

Mold 

535 

7900 

arise in the actual physical system. Furthermore, the solid that 
precipitates is assumed to form a stationary, coherent mushy 
zone, and the flow is everywhere assumed to be laminar. 

The second and third terms on the right-hand sides of Eqs. 
(2) and (3), respectively, are Darcy damping terms, which in
volve permeability components Kz and Kr. In this study, perme
ability is assumed to be isotropic {Kz-Kr = K) and is evaluated 
from the Blake-Kozeny model (Bennon and Incopera, 1987b): 

K=Kn 
8i 

d-giV 
(6) 

where the permeability coefficient Kot which is listed in Table 
1, was determined from representative dendrite arm spacings 
for Pb-Sn systems (Nasser-Rafi et al., 1985). Shahani et al. 
(1992) used a hybrid permeability model proposed by West 
(1985) in their simulations of Pb-Sn solidification experiments. 
The effects of anisotropic permeability on solidification be
havior have been studied recently by Yoo and Viskanta (1992). 

The third term on the right-hand side of Eq. (2) represents 
the axial body force and accounts for buoyancy, which is 
affected by both temperature and concentration gradients in 
the liquid. The buoyancy term is treated in the manner de
scribed by Prescott and Incropera (1991). 

The transport equations, Eqs. (l)-(5), are mutually coupled, 
and in this study, local thermodynamic equilibrium is assumed 
to exist, thereby providing closure (i.e., relationships between 
h, fSn, T, fs, etc.). These relationships have been delineated 
previously (Prescott and Incropera, 1991), along with the man
ner in which they are implemented for the Pb-Sn system. 

Figure 2 shows the problem domain and the numerical mesh 
used for its discretization. The system is patterned after an 
experimental apparatus (Prescott et al., 1994) for which H= 150 
mm, H/ (r0 - rt) = 3.15, and r0/rt•. = 4. The outer and inner mold 
wall thicknesses are t0/(r0-ri) =0.098 and ?,•/(/•„-/•,•) =0.067, 
respectively, and the bottom mold wall thickness is t\,/ 
(ro~n) =0.167. It was determined in a previous study (Pres
cott and Incropera, 1991) that a 50x50 mesh of the mold 
cavity is suitable for resolving important physical features of 
the problem. Additional nodes were added to accommodate 
the inner and outer vertical mold walls and the mold bottom, 
bringing the mesh size to 54 radial nodes by 53 vertical nodes. 
Within the mold cavity, the grid was biased in the radial di
rection such that the total volume was equally distributed among 
all control volumes. While the mold walls do not significantly 
increase resistance to heat transfer, they represent approxi
mately 20 percent of the heat capacity of the system and are 

Fig. 2 The simulation system 

hence included in the simulations. Control volumes associated 
with the mold are modeled to be unconditionally solid. Time 
steps of 0.25 s were used to resolve the system transients in a 
control-volume-based finite-difference method (Patankar, 
1980), with a fully implicit time marching scheme. 

Initially, both the melt and the mold are isothermal at 305 °C, 
which is 20°C above the nominal liquidus temperature. Also, 
at (=0s the melt is chemically homogeneous and quiescent. 
Cooling occurs through the outer vertical surface of the mold, 
where the heat flux is assumed to obey the following relation: 

q" = U[T(r0 + t0,z,t)-Tc] (7) 

The overall heat transfer coefficient, U, is set at 35 W/m2-K 
(Prescott et al., 1994), which effects a cooling rate associated 
with large macrosegregation (Prescott and Incropera, 1991), 
and the chill temperature is set at Tc= 13°C, which is char
acteristic of a water-cooled mold. The top, bottom, and inner 
boundaries are adiabatic. Contact resistance between the mold 
and alloy is assumed to be negligible. The interface between 
the mold and the melt is modeled to be slip-free and imperme
able to both Pb and Sn. It is assumed that the meniscus is 
shear-free and that no mass transfer occurs through the free 
surface. 

The properties of the Pb and Sn constituents are listed in 
Table 1, along with properties of the stainless steel mold. Solid 
and liquid phase properties are found using the following linear 
relationships: 

kk = g?klb + gfkt (k = s,l) (8) 

/^gTV + gW (9) 
ck=flbcp

k
b+fs

k
ncs

k
n (k = s,l) (10) 

Equations (8) and (9) suggest monotonic variations of the 
transport properties with the volume fraction of phase con
stituents, while many binary solutions exhibit extrema in their 
transport properties at intermediate compositions. Nonethe
less, Eqs. (8) and (9) are used to estimate transport properties, 

Journal of Heat Transfer AUGUST 1994, Vol. 116/737 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



14.3 mm/s 

(a) 

P280.5°C 
;290.9°C 

fiSin=0.1900 

(d) 
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Fig. 6 Convection conditions after 195 seconds of cooling: (a) velocity 
vectors, (b) streamlines, (c) isotherms, and (d) liquid isocomps 

since data for two-phase Pb-Sn alloys (Touloukian et al., 1970) 
indicate a monotonic variation in thermal conductivity with 
alloy composition and since the viscosity of molten Pb-Sn 
alloys is a linear function of constituent mole fractions (Thresh 
and Crawley, 1970). Since the constituent specific heats are 
tabulated on a unit mass basis (Table 1), Eq. (10) is written 
in terms of constituent mass fractions. However, Eq. (10) does 
not account for nonideal mixing effects. 

Simulation Results 
Convection conditions are represented by field plots of ve

locity vectors, streamlines, isotherms, and liquid isocompo-
sition lines (liquid isocomps) in Figs. 3-6. These plots are drawn 
on an r-z plane, with the outer arid inner radii shown, re
spectively, as left and right boundaries. The liquidus interface, 
which represents the boundary between the melt and mushy 
zones, is indicated by a thick line on each plot. Fully solidified 
regions and a solidus interface do not develop until well after 
convection ceases and hence do not appear in the time interval 
associated with the figures (/<195 s). Velocity vectors are 
scaled according to the current maximum velocity, which is 
indicated at the top of each velocity vector plot. These velocities 
represent mixture velocities (V), and since Vs = 0, V=//V;. 
Streamlines associated with clockwise recirculation have neg

ative values and are plotted in ten equal increments between 
tymin and 0, while counterclockwise recirculation cells have 
positive values, which are plotted in ten equal increments be
tween 0 and ^max. Isotherms are plotted in 20 equal increments 
between the minimum and maximum temperatures, and liquid 
isocomps are plotted in 20 equal increments between the min
imum and maximum values of the liquid composition (ex
pressed as mass fraction Sn). In general, the minimum 
temperature and maximum liquid composition are found near 
the outer (left) boundary of the mold cavity. In addition, 
macrosegregation plots, which indicate mixture (solid + liquid) 
composition, are presented in Fig. 7, with legends provided to 
facilitate interpretation. 

The Prandtl number of the molten alloy is Pr = 0.016, and 
.the calculated Grashof number based on the hydraulic diameter 
of the annular cavity and a temperature difference of 5 K is 
Gr = 8.7x 107. Since the process under consideration is tran
sient, and nonisothermal boundary conditions have been im
posed on the vertical mold walls, the calculated Grashof number 
must be interpreted with caution. The temperature difference 
of 5 K used to calculate the Grashof number is the approximate 
radial temperature difference across the bottom of the cavity 
during early stages of cooling, before solidification begins. In 
upper regions of the mold cavity, the temperature difference 
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Fig. 7 Macrosegregation after (a) 240 seconds, (b) 300 seconds, (c) 360 
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across the radial span of the mold is smaller than 5 K. Radial 
temperature differences in the melt become much smaller after 
solidification begins, and the hydraulic diameter of the molten 
region gradually decreases due to mushy zone growth. Con
ditions are further complicated during solidification by solutal 
buoyancy forces that arise in the mushy zone in opposition to 
thermal buoyancy forces. 

Once cooling is initiated at the outer boundary, a thermal 
convection cell is established in the melt. The cell is driven by 
a radial temperature gradient confined within 10 mm of the 
mold wall, and the central portion of the melt becomes ther
mally stratified during the initial 90 seconds of cooling. More
over, convective mixing reduces the temperature gradient 
throughout the melt, thereby delaying the onset of solidifi
cation. At /= 120 s, solid dendrites begin precipitating at the 
bottom of the cooled mold wall, thereby forming a two-phase 
(mushy) zone. As cooling continues, the mushy zone grows, 
with the liquidus interface moving vertically upward and ra
dially inward, and at t= 140 s (Fig. 3), a thin mushy zone of 
nonuniform thickness is attached to the bottom one-third of 
the cooled mold wall. 

Due to phase equilibrium requirements, the precipitation of 
solid is accompanied by solute (Sn) enrichment of interden-
dritic liquid, Fig. 3(d), which induces solutal buoyancy forces 
acting upward on the interdendritic liquid. The solutal buoy
ancy forces oppose thermal buoyancy forces caused by the 
radial temperature gradient, Fig. 3(c), and because the density 
of Sn is significantly less than Pb, the solutal forces dominate 
within the mushy zone (N= - 14). Hence, solidification within 
the mushy zone can be regarded as providing an upward mo
mentum source for the interdendritic liquid. 

The counterclockwise, thermally driven convection cell at 
/= 140 s, Fig. 3(b), is enhanced by heat transfer from the 
bottom and inner mold walls, which possess a large thermal 
capacitance, Fig. 3(c). The interdendritic fluid that penetrates 
the liquidus interface at z* =0.27, Figs. 3(a) and 3(b), is turned 
downward along the liquidus interface by the momentum of 
the thermal convection cell, thereby confining the liquid com
position gradient primarily within the mushy zone, Fig. 3(d). 
The interdendritic liquid that leaves the mushy zone is replaced 
with liquid from the bulk melt near the bottom of the cavity, 
Figs. 3(a) and 3(b). 

As the mushy zone continues to grow, the influence of solutal 
buoyancy gradually increases, creating very dynamic convec
tion conditions. At 7=155 s, Fig. 4, the mushy zone covers 
approximately 75 percent of the inside surface of the outer 
mold wall. Fluid is exchanged between the mushy and melt 
zones in a relatively confined region near the top of the mushy 
zone, Fig. 4(b), where a strong, solutally driven upflow, emerg
ing from the mushy zone, interacts with thermally driven down-
flow in the bulk melt. The interaction turns both flows radially 
inward, thereby bisecting the thermal cell and returning dis
charged interdendritic fluid to the mush zone. Since the Pb-

Sn system is characterized by a large Lewis number (Le = 8600), 
fluid within the solutal convection cell readily exchanges energy 
with the bulk liquid but largely retains its composition. Hence, 
warm, Sn-enriched fluid from the melt is advected toward the 
mushy zone, establishing conditions conducive to the devel
opment of channels within the mushy zone. 

A channel forms when remelting occurs due to combined 
thermal and solutal conditions and is, therefore, a preferred 
flow path for interdendritic liquid. A number of recent studies 
have focused on the mechanisms by which channels form in 
bottom chilled castings (Chen and Chen, 1991; Felicelli et al., 
1991; Neilson and Incropera, 1991; Tait and Jaupart, 1992; 
Magirl and Incropera, 1993). A slight vertical component of 
the temperature gradient exists in the mushy zone, and since 
fluid ascending along the cooled mold wall is enriched with 
Sn, there is a depression in the local liquidus temperature, 
which is conducive to remelting. In addition, due to the ad-
vection of warm, Sn-rich fluid from the melt into the mushy 
zone, Figs. 4(b)-(d), remelting is enhanced, and a channel is 
spawned. The channel, although not fully melted, is aligned 
vertically and is located along the mold wall for z* s0.5. It is 
delineated by a thick dashed line in Fig. 4(a). Actual channels 
are believed to be pencil-shaped regions (little pipes), which 
form at many discrete circumferential locations, and evidence 
of such channels is reported in a companion paper (Prescott 
et al., 1994). Since limitations of the axisymmetric model pre
clude the prediction of such channels, one must interpret an 
axisymmetric channel predicted by the model as an indication 
of where channels are likely to occur in the r-z plane. Fur
thermore, the predicted channel is not well resolved by the 
numerical grid, since it occupies only one radial grid point. 
However, due to limited computational resources, it is not 
presently feasible to obtain better resolution without restricting 
attention to the channel and its immediate surroundings. 

Convection conditions at t= 175 s are shown in Fig. 5. The 
channel, which exists along the top half of the cooled mold 
wall, entrains Sn-enriched interdendritic fluid, Figs. 5(b) and 
5(d), and fluid in the channel is accelerated toward the top 
of the cavity, where Sn-rich layers are formed, Figs. 5(a) and 
5(d). In addition to the exchange of fluid between the mush 
and melt promoted by the channel, three small recirculation 
cells are active along the liquidus interface at z* =0.3, 0.6, and 
0.8, Fig. 5(b). Such recirculations are responsible for estab
lishing preferred flow paths of interdendritic liquid at later 
times. That is, channels, although not fully melted, are estab
lished by small recirculations along the liquidus interface dur
ing early solidification stages. Fluid of nominal composition 
enters the mushy zone at the bottom of these recirculation 
zones and displaces fluid of higher Sn concentration. Thus, a 
small Sn-depleted region, with an increased solid fraction and 
decreased permeability, is created. At the top of a recirculation 
cell, there exists an Sn-enriched zone with decreased solid frac
tion and increased permeability. The vertical position of these 
interfacial recirculation cells changes as the liquidus interface 
advances inward and upward, thereby creating a series of chan
nels, which manifest themselves as A-segregates in the final 
casting. 

The momentum associated with the thermal convection cell 
gradually decreases, as temperature gradients in the melt di
minish and opposing solutal buoyancy forces increase. At 
t= 195 s, the thermal cell is confined to the bottom half of the 
fully melted zone, Fig. 6(b), while the solutal cell encompasses 
the mushy zone and the top half of the bulk melt, which has 
become solutally stratified, Fig. 6(d). The thermal cell is com
pletely extinct by 240 seconds, beyond which a large solutally 
driven cell occupies the entire mold cavity and provides for 
the recirculation of interdendritic liquid. 

Figure 7 shows the evolution of macrosegregation between 
the times of 240 and 600 seconds. At 7 = 240 s, macrosegre
gation is characterized by a pattern of A-segregates (Flemings, 
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1974; Fisher, 1981), Fig. 7(a), which formed in the outer pe
riphery of the ingot as a result of thermosolutal convection 
during the early stages of solidification. The overall mass frac
tion solid is 10.4 percent at 240 seconds, and macrosegregation 
continues with time, as solidification and solutal convection 
in the mushy zone tend to enrich the lower and outer regions 
of the ingot with Pb and transport Sn to the top and downward 
along the inner radius. Therefore, during the intermediate stages 
of solidification, a large cone of Sn-rich material forms on the 
top and extends deep into the ingot. The development of this 
cone segregate is illustrated in Figs. l{b)-(e). By 600 seconds, 
the overall mass fraction solid is 45.4 percent, and while the 
solid fraction in the top part of the cone segregate is less than 
10 percent, solid fractions exceed 35 percent throughout the 
rest of the ingot with Pb-rich zones near the outer radius being 
60 percent solidified. Hence, the permeability is sufficiently 
small in the cavity to inhibit fluid recirculation so that 
macrosegregation does not evolve significantly past 600 sec
onds. Finally, since discrete channels form in actual ingots and 
interdendritic flow patterns are, therefore, three-dimensional 
(Prescott et al., 1994), local composition variations may exceed 
those shown in Fig. 7, which are predicted for axisymmetric 
conditions. 

Conclusions 
A continuum model for momentum, energy, and species 

transport during binary solid-liquid phase change was used to 
simulate the solidification of a Pb-Sn alloy in an experimental 
apparatus. The effect of the stainless steel mold was included 
in the simulation, and the results demonstrated the importance 
of thermosolutal convection during solidification of a metal 
alloy. 

Thermal convection is responsible for thermally stratifying 
the melt before solidification begins. Hence, a mushy region 
with highly nonuniform thickness forms along the bottom of 
the cooled mold wall, and as it grows (upward and radially 
inward), a solutal convection cell, driven by a radial gradient 
of liquid Sn concentration, develops in opposition to the ther
mal convection cell in the bulk melt. Thermal convection is 
augmented by conjugate heat transfer with bottom and inner 
mold walls during early stages of solidification, and the com
peting effects of thermal and solutal buoyancy create dynamic 
flow conditions and foster the development of channels in the 
mushy zone, which manifest themselves as A-segregates in a 
solidified ingot. Once a channel is formed, it entrains inter
dendritic liquid from warmer regions of the mushy zone. This 
liquid cools as it approaches a channel and precipitates Pb-
rich material in the region adjacent to the channel, while the 
remaining Sn-rich liquid fills the channel. During intermediate 
stages of solidification, solutal buoyancy dominates convection 
conditions and provides for the recirculation of interdendritic 
liquid, which is responsible for the formation of a large cone 
segregate at the top of an ingot. 

The simulation predicted a macrosegregation pattern, which 
is characterized, in general, by increasing Sn concentration 
with increasing height in the ingot and, in the upper portion 
of the ingot, increasing Sn concentration with decreasing ra
dius. Furthermore, the simulation predicted large gradients in 
Sn concentration at locations in which channels formed during 
solidification. 
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Convective Transport Phenomena 
and Macrosegregation During 
Solidification of a Binary Metal 
Alloy: II—Experiments and 
Comparisons With Numerical 
Predictions 
Experiments involving the solidification of a Pb-19 percent Sn alloy in an axisym-
metric, annular mold of stainless steel are performed, and results are compared with 
numerical predictions. Agreement between measured and predicted cooling curves 
is reasonable, although undercooling and recalescence, which occur in the experi
ments, are not predicted by the model. Measured temperatures also indicate that 
dendrite fragments are transported throughout the mold cavity during early stages 
of solidification, and convection patterns similar to those predicted by numerical 
simulation can be inferred from the measurements. While there is general agreement 
between measured and predicted trends for macrosegregation, the numerical sim
ulation, which assumes axial symmetry, cannot predict the inherently three-dimen
sional nature of solute redistribution. Conclusions drawn from temperature and 
composition measurements are supported by metallographic examinations of ex
perimental ingot specimens. 

Introduction 
To gain a better understanding of convective phenomena 

associated with the solidification of metal alloys, research has 
recently focused on binary solid-liquid phase change and the 
complex coupling of momentum, energy, and species transfer 
in a domain that is occupied by fully solidified, fully melted, 
and mushy zones whose interfaces are continually moving. The 
solid-liquid interface within the mushy zone is highly irregular, 
with characteristic length scales that render it irresolvable in 
the macroscopic sense, and since fluid flows through the den
dritic array, it may be viewed as a porous medium with a time-
varying, inhomogeneous, and anisotropic permeability. More
over, during solidification, undercooling and other nonequi-
librium effects governed by microscopic transport may be 
significant and dendrites can be remelted or fractured and 
entrained in liquid convection cells. 

Despite the complex nature of binary solid-liquid phase 
change, significant advances have been made in obtaining so
lutions to mathematical models, which include convective 
transport phenomena (Bennon and Incropera, 1987a, b; Voller 
and Prakash, 1987; Beckermann and Viskanta, 1988; Voller 
et al., 1989). However, experimental data, to which model 
predictions have been compared (Beckermann and Viskanta, 
1988;Christensonetal., 1989; Neilsonetal., 1990), are limited 
and, with the exception of the recent work of Shahani et al. 
(1992), restricted to experiments involving aqueous analog al
loys, rather than binary metal alloys. 

Convection patterns in molten metals are difficult to discern 
experimentally, especially for buoyancy-driven flows (Stewart 
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and Weinberg, 1969, 1971, 1972; Wolff etal., 1988), rendering 
numerical simulation especially attractive. However, it is im
perative that numerical models be validated. In a companion 
paper (Prescott and Incropera, 1994), a continuum model 
(Bennon and Incropera, 1987a; Prescott et al., 1991) was ap
plied to simulate the solidification of a Pb-Sn alloy in an 
experimental test cell. In this paper, experimental results are 
presented to assess the validity of the model and to obtain an 
improved understanding of the effects of convection on the 
solidification process. Temperature and composition meas
urements, as well as metallographic examinations, are obtained 
for a Pb-Sn alloy in an axisymmetric, annular mold, cooled 
through its outer wall. The Pb-Sn system was selected on the 
basis of its relatively low melting temperatures, its well-char
acterized equilibrium phase diagram and thermophysical prop
erties, the large density difference between Pb and Sn, and the 
availability of pure grades of Pb and Sn. A specific composition 
of Pb-19 wt°7o Sn was selected because its freezing range (96°C) 
enhances macrosegregation, and solidification induces oppos
ing thermal and solutal buoyancy forces. Within the mushy 
zone, solutal buoyancy forces are approximately 14 times larger 
than thermal buoyancy forces. The equilibrium phase diagram 
of the Pb-Sn system, as well as related thermophysical prop
erties appear in the companion paper (Prescott and Incropera, 
1994). 

Shahani et al. (1992) solidified Pb-Sn alloys in a rectangular 
test cell, across which a horizontal temperature difference was 
maintained, and they measured transient mold wall temper
atures and macrosegregation in solidified ingots. The measured 
macrosegregation patterns were compared to predictions based 
on simulations that used measured mold wall temperatures as 
thermal boundary conditions. Although reasonable agreement 
was found between measured and predicted macrosegregation 
patterns, details regarding transient convection phenomena 
were not revealed experimentally. 
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Fig. 1 Cross-sectional schematic of the experimental apparatus 

Experimental Apparatus and Procedures 

Test Cell. Figure 1 shows a cross-sectional schematic of 
the axisymmetric test cell, which includes a stainless steel mold 
and a cooling jacket. The mold is suspended concentrically 
within the cooling jacket and contains a center tube, which 
houses an electric heater used to melt a Pb-Sn charge. During 
solidification, water flows through the cooling jacket, inducing 
radial heat transfer from the mold. The inner and outer radii 
of the mold cavity are r, = 15.9 mm and r0 = 63.5 mm, 
respectively, and the meniscus (z = H) of the melt is 150 mm 
above the bottom of the mold cavity. The thicknesses of the 
outer vertical and bottom mold walls are approximately 4 mm 
and 10 mm, respectively. Since the cooling jacket is quenched 
by direct contact with the coolant, its thermal capacitance has 
a negligible influence on cooling of the mold and melt. 

The apparatus was designed with a small gap (=1.68 mm) 
between the inner surface of the cooling jacket and the outer 
surface of the mold, which serves as the controlling resistance 
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Table 1 Radial locations of mold cavity thermocouple probes 
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to heat transfer during an experiment. Heat transfer between 
the outer mold wall and the inner surface of the cooling jacket 
occurs by conduction and radiation acting in parallel, and since 
the gap is small compared to the mean diameter, the two 
surfaces are modeled as parallel planes. The overall heat trans
fer coefficient between the two surfaces is then 

U= /icond + /*rad = ^f + (e/2 - e)a(T2
T+ T2)(T„ +TC) (1) 

where the total emissivities of both surfaces are assumed to be 
equivalent (eh = ec = e). With e estimated to be 0.85, Th = 
305 °C (578 K), Tc = 13 °C (286 K), kaiI = 0.034 W/m K, and 
/ = 1.68 mm, the overall heat transfer coefficient C/ is 35 W/ 
m2-K. Auxiliary experiments were performed, and the average 
overall heat transfer coefficient between the mold and coolant 
was measured and found to be 35 W/m2-K (±10 percent). 
Details of the experimental apparatus and the auxiliary ex
periments are documented elsewhere (Prescott, 1992). 

Temperature Measurements. Temperature measurements 
were made within the mold cavity using an array of type E 
thermocouple probes inserted through a top lid (Fig. 1). Al
though the six probes could be traversed vertically, their radial 
locations were fixed (Table 1). Each probe contained 0.25 mm 
thermocouple wires, insulated with magnesium oxide (MgO) 
within a stainless steel sheath of 1.6 mm diameter and 305 mm 
length. The thermocouple junction in each probe was unex
posed and grounded to the probe tip, thereby insuring pro
tection from the alloy and an acceptable time constant (< 1 s) 
(Prescott, 1992). Mold wall temperatures were measured at six 
locations corresponding to six values of the circumferential 
coordinate (0 = 0, 60, 120, 180, 240, 300 deg) and three values 
of the vertical coordinate (z* = 0.25, 0.50, 0.75). Type E 
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Kn 
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= concentration of AAS sam
ple solution, ppm 

= dendrite arm spacing, /tm 
= height of mold cavity, m 
= heat transfer coefficient, 

W/m2«K 
= thermal conductivity, 

W/m«K 
= permeability coefficient, m2 

= gap width, m 
= difference Rayleigh number 

= g(lATH*/(Va(ro-rd) 
= radius, m 
= dimensionless radial coordi

nate = (/•-/•/)/(/•„ -/•() 

T --
t --

U = 

z --* z --

A7", = 
A%Sn = 

£ = 

0 = 

a = 

= temperature, °C or K 
= time, s, or thickness, m 
= overall heat transfer coeffi

cient, W/m2 .K 
= axial position, m 
= dimensionless axial coordi

nate = z/H 
= initial liquid superheat 
= difference between local and 

nominal wt% Sn 
= emissivity 
= circumferential coordinate, 

deg 
= Stefan-Boltzmann constant 

= 5.67 x l 0 ~ 8 W/m2-K4 

Subscripts 

1,2 = primary and secondary 
c = coolant or cold surface 

cond = conduction 
h = hot surface 
i = initial or inner 

o = outer 
rad = radiation 

Superscripts 
Pb = lead 

TDS = total dissolved solid 
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thermocouple wires (0.127 mm diameter), sheathed in 0.8 mm 
diameter stainless steel tubing and insulated with MgO, were 
tack-welded into vertical grooves (0.9 mm by 0.9 mm) on the 
outer mold wall. The measuring thermocouple junctions were 
welded to the mold at the edge of the groove, adjacent to the 
outer mold wall. 

Thermocouple voltages were measured with a Hewlett-Pack
ard 3054A Automatic Data Acquisition/Control Unit, which 
includes an HP 3497A controller, an HP 3456A digital volt
meter, and an HP 9826 computer. The HP 3456A digital volt
meter has a resolution of 100 nV, an accuracy of 5.2 fiY in its 
d.c. mode of operation, good normal mode noise rejection, 
and an input impedance of 1010 fi. Measurements were made 
by using electronic ice-point compensation with a piecewise 
third-order polynomial algorithm, for which results agreed 
with thermocouple tables to within 0.06°C over the temper
ature range of interest (Prescott, 1992). However, other sources 
of measurement error exist, and the total uncompensable, ab
solute error is estimated to be ±1°C, with a relative (probe-
to-probe) error of 0.1 °C (Prescott, 1992). Since thermocouples 
attached to the mold wall could not be calibrated, the uncer
tainty in their measurements is estimated to be ±2.0°C. 

Macrosegregation Measurements. Post-experiment meas
urements were made to determine the extent of macrosegre
gation in the final casting. After removing the ingot from the 
mold, thin sections, representing r-z planes, were extracted by 
saw-cutting. The rough surfaces produced by the saw-cutting 
were removed by fly-cutting the surfaces in an end mill, using 
a sharp, well-rounded cutting tool. Small samples of material 
were than taken from specific locations by drilling 1.6 mm 
diameter holes approximately 3 mm into the section and col
lecting the ribbon of material that was generated. The mass 
of each sample was measured to within 0.1 mg, dissolved in 
nitric and hydrochloric acids, and diluted with deionized water 
to a known concentration of total dissolved solid (TDS). 

The composition of the sample was determined by measuring 
the concentration of Pb in the sample solution with an atomic 
absorption spectrophotometer and by comparing the Pb con
centration to that of TDS. It follows that the percentage of 
tin in the drilled sample is 

£.TDS_£,Pb 
%Sn = — - ^ — x 100% ~ (1 - CPb/CTDS) x 100% (2) 

Details regarding macrosegregation measurements and their 
estimated uncertainties (±0.4 percent) are documented else
where (Prescott, 1992). 

Metallography. Metallographic analysis of specimens taken 
from experimental ingots is an important aspect of this work, 
as it provides information regarding characteristics of the 
mushy zone during solidification. The metallurgical structure 
(i.e., columnar or equiaxed grains) and dendrite arm spacings 
are determined from macro/micrographs of polished speci
mens. Also, regions of high porosity or of accumulated eutectic 
material, which are indications of channeling of interdendritic 
liquid during solidification, can be identified metallographi-
cally. 

After an experiment was performed, the ingot was machined 
to yield thin sections representing either r-z or r-d planes. The 
surfaces of each section were finished by fly-cutting with a 
sharp, well-rounded tool, and small specimens (approximately 
20 mm by 20 mm) were extracted from each section and pol
ished in two steps on lapping wheels. The first polishing op
eration used 6 ,um diamond abrasive on a nylon cloth, with 
an oil lubricant, and the second polishing wheel used 0.5 pm 
alumina abrasive on a soft cloth (e.g., Leco LeCloth B) for 
the final finish. 

The metallographic structure of a polished specimen was 
examined under low magnifications (10 x to 50 x) with a 

metallographic microscope (Leco 300 Metallograph), equipped 
with a Polaroid Land camera. Polaroid type 55 film was used 
to record images from the microscope. 

Experimental Procedure. The procedure began by heating 
and melting the charge in a well-insulated mold within a dry 
cooling jacket. After melting, the top insulating material was 
removed and the vertical position of the meniscus was meas
ured from the top of the mold flange. If necessary, additional 
charge was added to raise the meniscus to a position of ap
proximately 76 mm beneath the top of the mold flange. Dross 
was removed from the top of the melt, and the melt was stirred 
to insure homogeneity. The insulation was then replaced with 
the top lid, and the array of thermocouples was adjusted to 
its intended vertical position. The region at the top of the mold 
was purged with argon to minimize oxidation. 

The melt was maintained at a temperature approximately 
20 °C above the intended initial condition for at least twenty 
minutes before cutting the power to the heater. The melt quickly 
became isothermal to within 2°C, as it cooled at a rate of 
approximately 1.3°C per minute. During this slow cooling 
process, the data acquisition unit scanned all of the thermo
couple channels at a rate of approximately 0.4 s_1, and when 
one of the thermocouples on the mold wall (z = 38 mm, 6 = 
300 deg) reached the intended initial temperature, the data 
logger was triggered to begin collecting and storing the meas
urements. The flow of cooling water was activated at t = 30 
s by opening a ball valve. Initially, the coolant throttle was 
opened fully to maximize the cooling rate, and at t = 75 s the 
coolant was throttled to the desired flow rate. Data were col
lected for 45 minutes, before the experiment was concluded. 
After an experiment, coolant flow was terminated, the cooling 
jacket was drained, and the apparatus was readied to begin 
another run with the thermocouple probes in a different po
sition. The final experiment was made with the thermocouple 
probes positioned above the meniscus, thereby permitting re
moval of the ingot from the mold. 

Preliminary runs were performed before a set of final ex
periments, in order to insure axisymmetric cooling by adjusting 
the position of the mold within the coolant jacket. Cooling 
curves corresponding to the six thermocouples on the mold 
wall were examined after each run, and shimming screws on 
the mold flange were adjusted accordingly. A misalignment 
between the cooling jacket and the mold was indicated by 
disagreement between wall temperature measurements corre
sponding to the same vertical position. Typically, three to six 
trial runs and associated shimming adjustments were required 
to achieve good axial symmetry. 

Experimental Results and Comparisons With Numerical 
Predictions 

Six identical experiments (E-1 through E-6) were performed, 
using a Pb-19 wt pet Sn alloy with a 20°C initial superheat. 
Figure 2, which plots mold wall temperatures as functions of 
time from the final run (#4) of experiment E-1, shows that the 
mold is cooled axisymmetrically. Similar conditions were 
achieved for all runs (1-4) of experiment E-1, and good re
peatability was achieved in all the experiments. The cooling 
rate became steady at approximately 6.6°C/min soon after the 
experiment began. At approximately 240 s, the rate decreased 
suddenly to approximately 1.6°C/min, indicating the onset of 
solidification, and subsequently increased gradually. At t~ 1200 
s, the rate became steady again at 3.7°C/min, and at t « 2300 
s, an isothermal eutectic reaction occurred within the mold, 
temporarily halting cooling. The smaller cooling rates between 
240 and 2300 s are attributed to the release of latent heat within 
the mushy zone, which occurred simultaneously with sensible 
energy changes. 

Cooling curves at six different radii within the mold cavity 
are plotted in Fig. 3 for experiment E-1. Again, cooling is 
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Fig. 2 Mold wall temperatures measured during run 4 of experiment 
E-1 

0 300 600 900 1200 1500 1800 2100 2400 2700 

Time (s) 

Fig. 3 Cooling curves at z* = 0.50 for experiment E-1 (0<f<2700 s) 

characterized by four stages, which begin with cooling of a 
superheated melt (A-B). The slopes of the cooling curves change 
abruptly at t ~ 165 s, marking the onset of solidification. The 
alloy solidifies continuously (B-C) as its temperature decreases 
by approximately 100°C, and solidification ends with an iso
thermal eutectic reaction (C-D) which begins at t ~ 2300 s. 
Following the eutectic reaction, the fully solidified ingot con
tinues to cool (D-E). 

Significant convection phenomena occur during the early 
stages of cooling (0 < t < 600 s), and the effects on temperature 
are shown in Figs. 4(a)-(c) for z* = 0.083, 0.50, and 0.83, 
respectively. Temperature fluctuations are pronounced before 
solidification begins, particularly near the bottom of the cavity 
and for 0.2<r*<0.8, Fig. 4(a). Such fluctuations are char
acteristic of natural convection in liquid metals (Hurle et al., 
1974) and can be used to assess qualitatively the state of con
vection in solidification systems (Uhlmann et al., 1966; Vives 
and Perry, 1986, 1987). They are attributed to mixing caused 
by large eddies, which develop under unstable, but not nec
essarily turbulent, flow conditions (Gill, 1974; Mohamad, 
1992). Gill (1974) found the onset of such instabilities to occur 
in liquid metals at a critical difference Rayleigh number of 
approximately 103. Although the conditions of this study are 
transient with nonisothermal boundary conditions, a differ
ence Rayleigh number is estimated to be Rarf = 1.5 x 107 for 
conditions prior to solidification. Following the commence
ment of solidification, the cooling curves become smooth as 
the developing dendritic array strongly dampens fluid motion 
and stabilizes the flow. 

The cooling curves of Figs. 4(a)-(c) reveal a period of time, 
immediately after the commencement of solidification, during 
which the temperature increases for r*<0.8. This nonequi-
librium phenomenon is termed recalescence (Kurz and Fisher, 
1984), and it occurs following nucleation in an undercooled 

z- = 0.083 

0 60 120 180 240 300 360 420 480 540 600 

Time (s) 

(b) 

Time (s) 

(c) 

Fig. 4 Cooling curves for experiment E-1 (0<f<600 s): (a) z* = 0.083 
(b) z" = 0.50, and (c) z* = 0.83. 

melt. Since undercooling provides a large thermodynamic po
tential for phase change, it drives a relatively rapid rate of 
solidification following nucleation, and the attendant release 
of latent heat increases the local temperature. The effect of 
releasing latent heat is countered by external cooling, and near 
the outer mold wall (r* = 1), the cooling effect dominates 
that of latent heat release and prevents recalescence. None
theless, the effect of latent heat release is manifested at r* =1 
by the change in slope of the corresponding cooling curves. 

Small-amplitude temperature oscillations occur during re
calescence for r* <0.6, Figs. 4(a)-(c). Near the bottom of the 
cavity, Fig. 4(a), the oscillations are fully damped approxi
mately 120 s after nucleation, while they persist for longer 
periods of time at the higher locations. Figs. 4(b) and 4(c). 
Coincident with the temperature oscillations during recales
cence is a very small radial temperature gradient (nearly iso
thermal conditions) in the central region of the cavity, Figs. 
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Fig. 5 Solidification in an undercooled melt: (a) mushy zone stays at
tached to the mold wall, (b) dendrites fracture and form a slurry with the 
bulk liquid 

Time 
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- Peak temperature 
during recakiscence 
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Fig. 6 Times of nucleation and peak of recalescence as functions of 
vertical position within the mold cavity 

4(b) and 4(c). However, the radial temperature gradients re
main negative throughout the period of recalescence, and their 
magnitudes increase as the temperature oscillations become 
fully damped. 

The foregoing observations provide strong evidence for the 
existence of a convecting slurry, consisting of liquid and den
drite fragments. For transient, thermally driven flow of a low-
Prandtl-number fluid, peak velocities occur near the mold wall. 
Hence, forces associated with the relatively large momentum 
of fluid in crossflow over dendrites protruding from the wall 
could fracture the dendrites, causing them to detach from the 
wall. Detached, free-floating crystals grow as they are trans
ported through the undercooled melt, and at interior regions 
of the mold, where heat loss is less significant, the temperature 
increases due to the release of latent heat. 

If free-floating crystals were not present in the undercooled 
melt, a different temperature distribution would characterize 
the data. Figure 5 illustrates two possible temperature profiles 
that could occur during recalescence. If the dendritic structure 
remains coherent and attached to the mold wall, Fig. 5(a), an 
inverted temperature profile would be observed as the mushy 
zone advances into an undercooled melt. That is, the release• 
of latent heat would be confined to the mushy zone and would 
be most pronounced near the the advancing interface. Con
versely, if solid fragments were swept into the melt by con
vection, Fig. 5(b), latent heat would be released more uniformly. 
Since recalescence is determined by the relative rates of latent 
heat release and external heat transfer, it would be more pro
nounced at locations further away from the cooling surface. 

Figures 4(a)-(c) reveal that the times at which nucleation 
occurs at r* = 1 and at which temperatures achieve a temporary 
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Fig. 7 Measured and predicted cooling curves at (a) z* = 0.083, (b) z* 
= 0.50, and (c) z* = 0.83 

maximum at r* = 0 (during recalescence) depend on vertical 
position. These times are plotted as functions of z* in Fig. 6. 
For a given vertical position, nucleation is assumed to occur 
along the outer mold wall (r* = 1) at the time corresponding 
to the change in slope of the cooling curve (thermal arrest), 
Fig. 4. Since thermal convection occurs prior to the onset of 
solidification and is responsible for thermally stratifying the 
melt, nucleation first occurs at the bottom of the cooled mold 
wall and the point at which the nucleating isotherm intersects 
the mold wall ascends with time. Hence, consistent with the 
data of Fig. 4, the time of thermal arrest increases monoton-
ically with z*. However, the peak temperature during recales-
ence occurs first near the top and bottom of the cavity (z* = 
0.83,0.083) and lastly at the intermediate elevation (z* = 0.50). 
This trend suggests that a thermosolutal convection pattern 
exists in which dendrite fragments are carried radially inward 
near the bottom of the mold by a thermally driven convection 
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Fig. 8 Measured and predicted macrosegregation patterns at (a) z* 
0.083, (b) z* = 0.50, and (c) z* = 0.83. 

cell and also near the top by a solutally driven cell. The solutally 
driven cell develops as a result of Sn enrichment of interden-
dritic liquid, and thermosolutal convection patterns similar to 
those shown in Figs. (4(b), 5(b), and 6(b) of Prescott and 
Incropera (1994) can be inferred from the experimental cooling 
curves. Although the foregoing results are not conclusive, they 
are certainly plausible. Cooling curves and recalescence pat
terns from all other experiments were consistent with those of 
experiment E-1. 

Measured temperature histories for experiment E-1 are com
pared with predictions based on a continuum model (Prescott 
and Incropera, 1994) in Figs. 7(a)-(c). Generally, the predicted 
cooling rate exceeds the measured cooling rate, and differences 
may be attributed to uncertainties in prescribed thermody
namic properties, which for example, affect the thermal ca
pacitance of the system, to uncertainties in the heat transfer 

Fig. 9 Circumferential variation of measured Sn concentration at r* 
0.30 and z* = 0.83. 

coefficient on the outer mold wall, which governs the rate of 
heat transfer from the system, and to the model assumption 
of local thermodynamic equilibrium. The overall cooling rate 
increases with a decrease in thermal capacitance and/or an 
increase in the overall heat transfer coefficient. Specific heats 
and densities for solid and liquid phases, as well as the latent 
heat of fusion, must be prescribed, and each quantity affects 
the thermal capacitance between liquidus and solidus temper
atures. Moreover, although it is ignored in the model, irre
versible mixing occurs within the actual solid and liquid phases 
and affects the relationship between enthalpy and temperature. 
Also, since temperature differences within the system are small 
compared to the difference between mold wall and coolant 
temperatures, the overall heat transfer coefficient applied on 
the outer mold wall has a much larger influence on heat transfer 
from the system than convection within the mold. 

Despite the discrepancies between measured and predicted 
cooling rates, predicted radial temperature differences are in 
good agreement with measured data. The most conspicuous 
disagreement between predicted and measured cooling curves 
relates to the absence of undercooling and recalescence effects 
in the predicted cooling curves between 150 and 300 s. Because 
the model assumes local thermodynamic equilibrium, such 
phenomena cannot be predicted. This disagreement may have 
an important bearing on macrosegregation, since recalescence 
occurs during the early stages of solidification when it is be
lieved that channels develop and much of the macrosegregation 
pattern is determined. It should also be noted that solid particle 
transport and shrinkage could also affect macrosegregation 
but were ignored in the model. However, because the cooling 
rate is controlled primarily by system thermodynamic prop
erties and the overall heat transfer coefficient, solid particle 
transport and shrinkage do not significantly affect system tem
peratures. 

The repeatability of the experiments was assessed by com
paring cooling curves from experiments E-1 and E-2, between 
which the apparatus was completely disassembled and reas
sembled. More than 95 percent of the data agreed to within 
0.5°C, with discrepancies attributable to small differences in 
the initial melt temperature and composition (Prescott, 1992). 

Measured macrosegregation patterns from ingots corre
sponding to experiments E-1 through E-6 are compared with 
model predictions (Prescott and Incropera, 1994) in Figs. 8(a)-
(c). Zero A%Sn corresponds to no macrosegregation; pos
itive values represent Sn enrichment; and negative values rep
resent Sn depletion. The agreement between predicted and 
measured macrosegregation patterns is reasonable, and al
though the data are scattered, they confirm general trends 
predicted by the model. That is, the concentration of Sn in
creases with increasing height and, at z* = 0.5 and 0.83, with 
decreasing radius. However, since the uncertainty in the meas-
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Fig. 10 Photographs 01 (a) an ingot section representing an ,-z plane
and (b) a porlion 01 an A·segregate

ured results is ± OA007oSn, it does not account for the scatter,
which is as large as 4 percent.

The circumferential variation of macrosegregation is plotted
in Fig. 9, which shows %Sn as a function of 0 at (r, z*) =
(0.3,0.83). All samples were taken from the ingot correspond
ing to experiment E-3, and the plot indicates clearly the three
dimensional nature ofthe macrosegregation field. Ifconditions
were axisymmetric, the variation of %Sn with 0 would be
within the measurement uncertainty interval. Since the data in
Fig. 8 were taken from different circumferential positions, the
scatter is largely attributable to the three-dimensional macro
segregation pattern, and those locations in Figs. 8(a)-(c) that
exhibit pronounced scatter are believed to be within segregated
regions associated with channeling during solidification.

Discrete channel sites in the mushy zone manifest themselves
as relatively large pockets of eutectic material in the soldified
ingot, and evidence of their existence is provided in Figs. 10
and 11. Figure lO(a) shows an ingot section representing a full
r-z plane, where the inner and outer radii are shown as left
and right boundaries, respectively. A small piece, adjacent to
the outer boundary at z* = 0.3, was removed, polished and
metallographically examined, Fig. lO(b). Eutectic material,
which is Sn rich, appears white in Fig. 10(b), while Pb-rich
dendrites appear black. The wide trail of eutectic enriched
material in Fig. lO(b) represents part of a segregate and is
indicative of channel formation during solidification. Al
though channel segregates are aligned primarily in the vertical
direction and slant radially inward, they also tend to be oriented
with a slight 0 component, making it difficult to capture the
full extent of a channel metallographically. A highly segregated
region was also predicted to occur in the bottom half of the
ingot, adjacent to the mold wall (Prescott and Incropera, 1994).
In the macrograph of Fig. 11, which was taken from an r-O
section of an ingot, the white patches of eutectic enriched
material provide further evidence of the discrete nature of
channels and of the three dimensionality of the macrosegre
gation field.

Metallographic specimens were also used to assess the char
acteristics of the metallurgical structure. By examining spec
imens under low magnification, the structure was revealed to
be largely equiaxed, and measurements from micrographs re
vealed average spacings of 116 (± 20) /lm between the centers
of primary dendrites and 73 (± 21) /lm between the centers of
secondary dendrites. These values are consistent with those
(DAS1 = 100 /lm and DASz = 50 /lm) used to estimate the

748/ Vol. 116, AUGUST 1994
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Fig. 11 Photomacrograph taken near" = 1 and z' = 0.50 in the ,-8
plane and showing discrete patches 01 eutectic (white) material

permeability coefficient K o for the numerical simulations (Pres
cott and Incropera, 1994).

Conclusions
An experimental study of solidification in a binary metal

alloy has been performed, and the data support several con
clusions drawn from a related numerical simulation (Prescott
and Incropera, 1994). Results confirm the establishment of
thermal convection and stratification before solidification be
gins and subsequent development of a mushy zone, which
forms initially at the bottom and gradually ascends along the
cooled mold wall. Evidence of thermosolutal convection pat
terns with counterrotating convection cells was also provided
experimentally, and measured macrosegregation patterns were
in general agreement with predictions. Experimental obser
vations that were not predicted by the simulations relate to the
effects of undercooling, recalescence, and solid particle trans
port. Since undercooling and recalescence are nonequilibrium
phenomena, they could not be predicted by the equilibrium
continuum model, which also assumed that the mushy zone
remained coherent and stationary throughout solidification
(Prescott and Incropera, 1994).

Although predicted and measured macrosegregation pat
terns displayed many of the same trends, macrosegregation in
the experimental ingots was clearly three dimensional, indi
cating that three-dimensional convection patterns existed dur
ing solidification. The discrete channels that formed in the
mushy zone may have been due to three-dimensional flow
patterns in the bulk melt before and during solidification, or,
as is more likely, to flow and morphological instabilities as
sociated with the solidification process in the mushy zone.
Solidification shrinkage, which produced the pores (voids) seen
in Fig. lO(a), also occurred but was not considered in the
simulations. All experimental ingots were characterized by a
significant depression of their top surfaces and by discrete and
interconnected voids (pores). The extent to which discrepancies
between experimental and theoretical results may be attributed
to shrinkage is, as yet, unknown.

Due to its large thermal conductivity, density, and thermal
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and solutal expansion coefficients, as well as its small viscosity, 
the Pb-Sn system experiences significant changes during early 
solidification stages. Numerical simulations predicted rapidly 
changing convection patterns during periods of transition from 
thermally to solutally dominated flow (Prescott and Incropera, 
1994), and measured cooling curves displayed fluctuations in
dicative of additional complexities. In contrast, numerically 
predicted cooling curves were smooth, suggesting that the model 
was unable to predict finer details of the actual flow. Prediction 
of such details would necessitate waiving the assumption of 
axial symmetry and performing a transient, fully three-di
mensional simulation of the solidification process. In addition, 
second-order finite-difference schemes may be necessary to 
achieve improved resolution of flow details. 
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Study of Hyperbolic Heat Conduction 
With Temperature-Dependent Thermal 
Properties 

Han-Taw Chen1 and Jae-Yuh Lin1 

Nomenclature 
Cp = specific heat 

c = propagation speed of the thermal wave 
k = thermal conductivity 
Q - dimensionless heat flux 
R = dimensionless radiation parameter 
T = temperature 
t = time 
x = space coordinate 
a = thermal diffusivity 
7 = surface absorptivity 
7} = dimensionless space coordinate 
6 = dimensionless temperature 
£ = dimensionless time 
p = density 
a = Stefan-Boltzmann constant 

Introduction 
For situations involving very low temperatures near absolute 

zero, very high temperature gradient, or extremely short times, 
heat is found to propagate at a finite speed. For these situa
tions, the hyperbolic heat conduction (HHC) model is em
ployed to account for the phenomena with the finite 
propagation speed of heat. Various analytical and numerical 
schemes have been developed for HHC problems with constant 
thermal properties. To the authors' knowledge, only Glass et 
al. (1986) and Kar et al. (1992) have studied temperature-
dependent thermal properties. Glass et al. (1986) used 
MacCormack's predictor-corrector scheme to solve HHC 
problems in a semi-infinite slab with temperature-dependent 
thermal conductivity. They observed that the temperature dis
tribution and the speed of the thermal wave are strongly af-

Department of Mechanical Engineering, National Cheng Kung University, 
Tainan, Taiwan 701. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
January 1993; revision received November 1993. Keywords: Conduction, Nu
merical Methods, Transient and Unsteady Heat Transfer. Associate Technical 
Editor: L. S. Fletcher. 

fected by the temperature-dependent thermal conductivity. Kar 
et al. (1992) solved HHC problems with constant thermal dif
fusivity, but thermal conductivity, heat capacity, and density 
are temperature dependent. They applied the Kirchhoff trans
formation to linearize the nonlinear HHC equation. After
ward, separation of variables, Laplace transform techniques, 
and method of characteristic are respectively used to determine 
the analytical and numerical solutions. In fact, the major dif
ficulty encountered in the numerical solution of HHC problems 
is the numerical oscillation in the vicinity of the jump discon
tinuity at the thermal wave front. We (Chen and Lin, 1993) 
have developed a powerful numerical technique with the hybrid 
application of the Laplace transform and control-volume 
methods to solve HHC problems with constant thermal prop
erties. The present study extends this numerical scheme to solve 
HHC problems with temperature-dependent thermal proper
ties. Nonlinear terms in the governing equation and boundary 
conditions are linearized by using Taylor's series approxima
tion. Various examples involving a case with surface radiation 
are illustrated to evidence the ability of the present method 
for such problems. 

Mathematical Formulation 
To give a more reliable result for the problem considering 

the finite propagation speed of the thermal wave, Cattaneo 
(1948) and Vernotte (1958) suggested a modified heat flux 
model in the form of 

dt dx (1) 

where q is the heat flux. The relaxation time T is defined as r 
= a0/cl = k0/p0Cp0cl. c0 is the reference propagation speed 
of the thermal wave, an is the reference thermal diffusivity, 
and k0, p0, and Cpo are the reference thermal conductivity, 
density, and specific heat, respectively. Energy conservation 
equation without heat source or sink in the medium can be 
written as 

P(T)CP{T) 
d_T 

dx 
(2) 

Elimination of q between Eqs. (1) and (2) leads to the HHC 
equation as 

67 
p(T)Cp(T)^ + p(T)CJT) 

dT 
dt 

d_ 
'dx 

k(T) 
dT 
dx 

(3) 

The product p(T)Cp(T) and thermal conductivity k(T) are 
assumed to vary with temperature, respectively, as 
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p(T)Cp(T)=PoCp0 1 + A 
T( 

and k(T) 
Then, the integration of Eq. (10) in the interval [17,- - 1/2, ij,-
+ //2] is given by 

= kR 1+B (4) J^^W^-J^ 
where T0 is the reference temperature. A and B are arbitrary 
functions of temperature. For convenience of numerical anal
ysis, the following dimensionless parameters are introduced: 

D/+//2 

c\t Q c°x „• - » ' r> 
2a0 2a0 q, 

L 
"To 

D(0) = A(d')de', and E(0) = B(6')dd' (5) 
•'0 •'o 

where i?r = poCpoCoTo is the reference heat flux. Thus, the 
dimensionless form of Eqs. (1) and (3) can be written as 

dQ d 
^ + 2 Q = - - [ 0 + E(0)] (6) 

and 

^ p [6 + D(0)] + 2 j [6 + D(0)] = jj [0 + E(0)] (7) 

The dimensionless initial conditions are assumed to be 

0(0, r,) = 0 and ^ ( 0 , i j ) = 0 (8) 

Numerical Analysis 
To remove ^-dependent terms, taking the Laplace transform 

of Eqs. (6) and (7) gives 

+ E ] , = „ - / / 2 - X 2 [B + 6]di/ = 0 (14) 
•>Vj-l/2 

d(s, 17) and 0 (?j) within a control volume are approximated 
by shape functions in conjunction with unknown nodal tem
peratures and iterated values, respectively. As described in our 
previous work for linear HHC problems (Chen and Lin, 1993), 
the select of the shape function is an important step for ac
curately predicting the propagation of the thermal wave. The 
hyperbolic shape function derived from d2d/di)2 — X20 = 0 
proved to be an excellent choice (Chen and Lin, 1993). This 
hyperbolic shape function is also employed in the present study. 
8(s, 7]) within the interval [rj,-_i, ij,+ i] is approximated by 

8(s,7i) = N;(s,7iJei + Nb(s,r)J6i-i for v^bli-i.vil 

= Na
+(j>1?)3/ + N6

+(s,i,)3,+ 1 for r,e[i,,-,i7,-+1] (15) 

where N^(s, r\), Nj" (s, ij), Nf(s, r?)> and N£(s, if) are hyperbolic 
shape functions and are given by 

N f l - ( , , , ) = s i n h [ ^ : r i ) ] , N i - ( S , , ) = s i n h [ x ( " - ^ ] 

sinh(X/) sinh(X/) 

M + / r ^ sinh[Xfa+1-r))] sinh[X(i;-i;f)] Ne(5, ij) = . . . . . . , N 6 ( j , rj) = . . . . . — (16) 
smh(X/) sinh(X/) 

However, 6(77) within the interval [ij,-_i, T),+ I] is approximated 
by 

(s + 2 )Q=-—[0~+E] 

and 

c?20 cTE 
—2-V6 + —T-XZD = 0 
cfyz dif 

(9) 

(10) 

where X = (s1 + 2s)in and s is the Laplace transform pa
rameter. The Laplace transform of a function i//(£) is defined 

as 

(11) 

The Laplace transforms of the nonlinear functions D(0) and 
E(0) can be approximated by using the Taylor's series ap
proximation (Chen and Lin, 1991) and are given as 

and 

D(0)«A(0)0 + - [D(0) -A(0)0] 
s 

E(0)«B(0)0 + - [E(0) -B(0)0] 
s 

(12a) 

(126) 

where 6 is the previously calculated temperature. 
Due to the application of the control volume method, the 

integration of Eq. (10) over a typical control volume [r/, -
1/2, r)i + 1/2] is performed, where / is the distance between 
two nodes. In the present study, the heat flux within this 
interval is assumed to be continuous. Under this assumption, 
the following equality can be obtained from Eq. (9): 

= 0 + = 5i±L_2g . + 2_JL'e.+ 1 for „€[„,, „ + 1 ] (17) 

Substituting Eqs. (12), (15), and (17) into Eq. (14) yields an 
algebraic equation as 

ciidj^ + bfii + cfli+^fi i = 2, 3, . . . , n-\ (18) 

where n is the total number of nodes. a„ b„ ch and/] are 

a<=~J ( [ l+B(«-) ]N6( i , ) ) , . , ._ , / 2 

• -X 2 f [l+A(d-)]Nb(v)dr, (19«r) 
\ - / / 2 

Z>,. = - { [ 1 + B ( 0 +)]Ne
+(i,)},=„+/ /2 

dr) 
[[l+B((9-)]N-(r ?)) ,_, ._, / 2 

( ' [l+A(fl-)]Nfl-(ij)dij 
J , , - / / 2 

- X 2 ] [l+A(0+)]Na
+(,,)*? (196) 

c, = — ( [ 1 + B ( 0 + ) ] N 6 ( T , ) J 
cfy 1 = 1 / - * 

^ [ 0 + E],^=^[0 + E ^ , - (13) 

-X2 [ l+A(0+)]N 6(7))^ (19c) 

and 
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V 
Fig. 1 Comparison of the dimensionless temperature distributions for 
various li values at £ = 1 

fi = -$ j | - [E(f l - )-B(f l -)f?-] , ,„_ / / 2 

- J ^ [ E ( 0 + ) - B ( 0 + ) 0 + J V „ . + , / 2 

+ X2 \ ' [D(.e~)-A(9-)d']dTi 

+ X2 [T>(6+)-A(e+)d+]dr)l (\9d) 
1/ ) 

The algebraic equations for nodes on the boundary surfaces 
can be derived in a similar way. The arrangement of the re
sulting algebraic equations can yield the following vector-ma
trix equation: 

[K]{5) = m (20) 

where [K] is a band matrix, (0) is a vector representing the 
unknown dimensionless temperature in the transform domain, 
and jf) is a vector representing the forcing term. Equation 
(20) is solved by iteration, which can refer to our early work 
(Chen and Lin, 1991). The computational procedure will not 
be illustrated in the present study. 

Illustrative Examples 

Two different examples are illustrated to validate the ability 
of the present numerical method for nonlinear HHC problems. 
All the computations are performed using the space size / = 
0.01. All the initial guessed values for iteration are taken as 
zero. The tolerable value for convergence of iteration is taken 
as 10"4. A maximum of six iterations are required for obtaining 
a convergent solution at a specific time. 

Example 1: This example concerns a semi-infinite slab with 
temperature-dependent thermal conductivity, while the density 
and specific heat are assumed to be constant. The surface at 
i) = 0 is kept at a fixed dimensionless temperature 0 = 1 . The 
thermal conductivity k(T) is assumed to be k(T) = k0(l + (30), 
where (3 is the temperature coefficient. Glass et al. (1986) have 
investigated this example by using the MacCormack's predic
tor-corrector scheme. Figure 1 shows the comparison of di-

Table 1 Comparison of the dimensionless temperature for £ 
= 0.625 and & = 0.2 

1? 

0.0 
0.15 
0.3 
0.45 
0.6 
0.75 
1.8 
1.95 
2.1 
2.25 
2.4 
2.5 

Kar et al. 
(1992) 

9.0 
8.5253 
8.0237 
7.4944 
6.9358 
1.0 
1.0 ' 
1.2515 
1.2973 
1.3426 
1.3877 
1.4177 

Present 
solution 

9.0 
8.3497 
7.6698 
6.9620 
6.1356 
1.0 
1.0 
1.8162 
2.0663 
2.3369 
2.6258 
2.8276 

Baumeister and 
Hamill (1969) 

9.0 
8.3497 
7.6699 
6.9623 
6.1362 
1.0 
1.0 

Maurer 
et al. (197 

1.0 
1.0 
1.8172 
2.0672 
2.3376 
2.6263 
2.8279 

mensionless temperature distributions at £ = 1 for various /3 
values. It can be seen that present numerical solutions agree 
well with those given by Glass et al. (1986). This implies that 
present numerical solutions are accurate. The effect of /3 on 
the temperature distribution is also shown in Fig. 1. Glass et 
al. (1986) have given a detailed discussion about this influence. 

Example 2: To further evidence the accuracy of the present 
method, a similar problem analyzed by Kar et al. (1992) is 
illustrated. For this problem, the boundary surface at 17 = 0 
is kept at 0 = 9 and the other boundary surface at ij = 2.5 is 
subjected to a dimensionless surface heat flux Q = - 1 . 4 . 
k(T) = k0[l + (3(6-1)] and P(T)C„(T) = P oC^[l+(3(0-1)] 
are assumed. Table 1 shows a comparison of the dimensionless 
temperature between the present numerical solution and that 
given by Kar et al. (1992) for £ = 0.625 and /3 = 0.2. It is 
seen from Table 1 that a great discrepancy between them is 
observed. Due to the application of the Kirchhoff transfor
mation, the nonlinear problem proposed by Kar et al. (1992) 
can be transformed into a linear system. Thus, the analytical 
solutions obtained from the mathematical analyses of Bau
meister and Hamill (1969) and Maurer and Thompson (1973) 
can be applied to compare with the present results, as shown 
in Table 1. This comparison shows that the analysis of Kar et 
al. (1992) may have some deficiencies. 

Example 3: The last example investigates the thermal wave 
propagation in a semi-infinite slab with a radiative boundary 
condition that the boundary surface at x = 0 is subjected to 
a constant heat flux, g = qr, and dissipates heat by radiation 
into the ambient at T = 0. k (T) and p (T) Cp (T) are assumed 
to be £ (7 ) = *o(l+|8ifl) and p(T)Cp(T) = p0C„0(l+&0), 
respectively. Accordingly, it is found from Eq. (6) that the 
dimensionless form of the boundary condition at -q = 0 can 
be expressed as 

-(l+^fp^t-^+l) 
+ 2(-Rd4+l) at y = 0 (21) 

where R = yaalq]/klct represents the ratio of surface radiation 
to conduction. A large value of R implies strong radiation. It 
is evident that this example is a nonlinear problem. Thus, the 
Taylor's series approximation is applied to linearize Eq. (21), 
and then the Laplace transform of the resulting linearized 
equation can be obtained. Performing the integration of Eq. 
(10) over the interval [0, 1/2] in conjunction with hyperbolic 
shape functions can yield the following algebraic equation at 
node / = 1: 

*i0i + c , (Wi (22) 
where 
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Fig. 2 Effects of R on the dimensionless temperature distribution for 
{ = 1, 0, = 0.4, and fa = 0.2 

d - r l 

6 i = — l [ l + /3lf5
+]Na(77)}17 = / / 2 -X 2 [l+|82f3+]Na

+(,)rfi, 
ar\ J0 

-4i?(s-l-2)0? (23a) 

ci=^-{[l+|8if?+]N f t
+(i ,)J,= / / 2-X2 [l+/320+]N6

+(,)d, 
</») 

[1-
0 

(236) 

and 

/ l = i r 1 ! , (*+>'="2-x2& 1 ^ + ) 2 ^ 
//2 

0 

- 2 ( 5 + 2)(3/?el+l) (23c) 

The effects of radiation on the temperature distribution at 
£ = 1.0, ft = 0.4, and ft, = 0.2 are displayed in Fig. 2. As 
shown in Fig. 2, due to the dissipation of heat into the ambient, 
the higher surface temperature is obtained by decreasing the 
value of R. The wave speed for this case can be defined as c 
= (a/r)1 / 2 = c0(l +0.461/1 + O.20)1/2. This implies that the 
propagation speed of the thermal wave is faster for a higher 
temperature profile. Thus the smaller the value of R, the faster 
the propagation speed of the thermal wave. 

Conclusions 

Numerical solutions for various HHC problems with tem
perature-dependent thermal properties are proposed in the 
present study. Effects of some dimensionless parameters on 
the propagation speed of the thermal wave are also investi
gated. As shown in various comparative examples, the present 
numerical method is accurate and efficient for such problems. 
Although thermal properties are assumed to vary with tem
perature linearly in the illustrative examples, problems with 
other forms of temperature-dependent thermal properties can 
also be successfully solved in our numerical tests. 
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Nomenclature 

A0,A 
B0, B 
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C, E, G, / / , /, J, 

K, L, M, X, Y 
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F 
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St 
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T 
X 
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p 

T 

CO 
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temperatures 
heat fluxes 
specific heat 
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thickness of slab 
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thermal conductivity 
latent heat 
interface position 
Stefan number 
time 
temperature 
position on x axis 
thermal diffusivity 
Bo/B, (A0-TD)/A 
dimensionless thickness 
special angles in Tables 1 and 2 

Dirac delta function 
dimensionless temperature 
dimensionless position 
density, dimensionless interface posi 
tion 
dimensionless time 
angular velocity 
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ci=^-{[l+|8if?+]N f t
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0 
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The effects of radiation on the temperature distribution at 
£ = 1.0, ft = 0.4, and ft, = 0.2 are displayed in Fig. 2. As 
shown in Fig. 2, due to the dissipation of heat into the ambient, 
the higher surface temperature is obtained by decreasing the 
value of R. The wave speed for this case can be defined as c 
= (a/r)1 / 2 = c0(l +0.461/1 + O.20)1/2. This implies that the 
propagation speed of the thermal wave is faster for a higher 
temperature profile. Thus the smaller the value of R, the faster 
the propagation speed of the thermal wave. 

Conclusions 

Numerical solutions for various HHC problems with tem
perature-dependent thermal properties are proposed in the 
present study. Effects of some dimensionless parameters on 
the propagation speed of the thermal wave are also investi
gated. As shown in various comparative examples, the present 
numerical method is accurate and efficient for such problems. 
Although thermal properties are assumed to vary with tem
perature linearly in the illustrative examples, problems with 
other forms of temperature-dependent thermal properties can 
also be successfully solved in our numerical tests. 
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Subscripts 
D = value at x = D 

i = initial condition 
m = melting temperature 
q = heat flux 
T = temperature 

Introduction 
Approximate methods developed for the solution of Stefan 

problems are usually confined to those with imposed conditions 
that are constant or monotonically time-variant. These meth
ods have often been tested for accuracy for phase change over 
a short period of time. Although a few exceptions have so
lutions that can be expressed in closed forms, the majority of 
the methods call for use of strategies that require development 
of special algorithms for a numerical solution (Crank, 1984; 
Hill, 1987; Yao and Prusa, 1989). This may cause inconven
ience for use in practice. This paper is offered to present an 
approximate method for a closed-form solution of the Stefan 
problems imposed with cyclic conditions. Stefan problems with 
cyclic conditions have found applications in thawing and freez
ing of food products, material processing and treatment, and 
energy storage and release, among others. 

Analysis 

A source-and-sink method (Hsieh and Choi, 1992a, b) has 
been combined with a complex temperature method for the 
solution of a Stefan problem with a cyclic temperature or flux 
condition imposed on one part of the boundary and a time-
invariant condition on the remainder of the boundary. The 
steady periodic solution is the focus of this investigation and 
the general methodology for the solution of this problem (see 
Nyros, 1993) has been applied in this paper to the solution of 
two examples as follows: 

Governing Equation: 

d2T (PL\ (dx 

dx2~ 
•t,Wx-R)=-^, 0<x<D,t>0 (1) 

at I a dt 

Initial Condition: 

nx,0)=T, (2) 

Boundary Conditions: 

T(0, t)=A0 + Asmwt (Example 1) (3a) 

- k — \ r — - = B0 + Bsinoit (Example 2) (ib) 
dx 

T(D, t) = TD (4) 

Interface Condition: 

T(R, t) = Tm (5) 

These examples are solved and the results expressed in terms 
of dimensionless groups defined as 

t=Fx, T = aF2t, p=FR, y = FD, F= \^-, 

(A0-T) (A0-Tm) 

A ' 

(A0-TD) cA 
PT= A , (S t ) r =—, 

(T-TD)kF (Tm-TD)kF 

B 

Ba cB 

< W ' ^ = IkF (6) 

The dimensionless temperature and the interface position 
can be derived for the first example as 

e-iii, T) = PT%- J | s i n ( 2 r - A ) 

1 dp 

' (St) r dr 

J f o r O < £ < p 

K f or p < £ < 7 

dp (St) r 
! ( / 3 / - 0 7 - , , „ ] - s i n ( 2 r - e ) 

dr X 

They can be derived for the second example as 

(7) 

(8) 

M, T) = 0 , 7 ( 1 - M + ^ - s i n ( 2 T - A ' ) 

1 dp 

"(St),rfr 

— L f o r O < ^ < p 

M for p < £ < 7 

(9) 

dpJSt), 

dr Y 2HhdC -0,7 1 - s in (2T-6 ' ) 

(10) 

In these equations, the specialized notations (see Nomencla
ture) have been defined in Tables 1 and 2. Notice that, in Eq. 
(8), the points of singularity are given by the relations 

p = 0 and tanh p cot p tan 9 = 1 (11) 

whereas, in Eq. (10), the points of singularity can be found 
from the relation 

tanh 7 tan y tan Z = 1 (12) 

Results and Discussion 

Prior to the presentation of results in dimensionless forms, 
sample runs are made with dimensional quantities so that the 
mechanism for heat transfer can be better understood. Prop
erties of paraffin wax are used for the tests (Hsieh and Choi, 
1992a). Other conditions are shown in the legend in the top 
chart in Figs. 1 and 2. 

Equations (8) and (10) are solved by a fourth-order Runge-
Kutta method to determine the liquid-solid interface position. 
Initial conditions are set as t = 0 and R = 10"4 m (for Example 
1, to avoid the singularity) or R = 0 (for Example 2). The steady 
periodic solution manifests itself well before completion of the 
second imposed cycle. 

For tested initial values of R ranging from 10~5 m to 0.005 
m in Example 1, initial conditions are rapidly damped, and 
the steady periodic solution results are totally unaffected and 
highly accurate (maximum position error 3.7 percent). The 
calculation method is also very tolerant of large and small 
values for time-step size. Results converge robustly. A cor
rection method based on the energy balance equation was also 
developed and tested on results from Eqs. (8) and (10). The 
"corrected" results differed negligibly from the original, so 
the correction is not considered in this paper. These tests are 
all detailed in the work by Nyros (1993). 

There are two charts for each example in Figs. 1 and 2. To 
facilitate viewing the interface position as related to the im
posed cycles, the top chart is a composite with the imposed 
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Table 1 
and (8) 

Definition of specialized notations used in Eqs. (7) 

C 
E 
G 
J 

K 

CA 

[sinh (7 - p) cos (7 - p)]2 + [cosh (7 - p) sin (7 - p)]2 

(sinh 7 cos y)2 + (cosh 7 sin yf 
[sinh (7 - £) cos (7 - 0? + [cosh (7 - £) sin (7 - J)]2 

sinh I cos J sin 9 - cosh £ sin £ cos G 
sinh p cos p sin A — cosh p sin p cos A 
sinh 7 cos 7 sinh (7 - J) cos (7 - J) 
+ cosh 7 sin 7 cosh (7 - £) sin (7 - £) 
cosh 7 sin 7 sinh (7 - £) cos (7 - £) - sinh 7 cos 7 cosh 
(7-£)sin(7-£) 
(_G)1/2 

sinh 7 cos 7 sinh (7 - p) cos (7 - p) + cosh 7 sin 7 cosh 
(7-p)sin(7-p) 
cosh 7 sin 7 sinh (7 - p) cos (7 - p) - sinh 7 cos 7 cosh 
(7-p)sin(7-p) 
(CE),/2 

sinh p cos p sin G - cosh p sin p cos 9 

Table 2 Definition of specialized notations used in Eqs. (9) 
and (10) 
~C~ 

G 
H 
I 

L 
M 

a A' 

[sinh (7 - p) cos (7 - p)]2 + [cosh (7 - p) sin (7 - p)] 
[sinh (7 - £) cos (7 - £)]2 + [cosh (7 - £) sin (7 - £)] 
(cosh p cos p) + (sinh p sin p) 
(cosh 7 cos 7)2 + (sinh 7 sin 7)2 

cosh £ cos £ sin Y - sinh £ sin £ cos Y 
cosh p cos p sin A - sinh p sin p cos A 
(cosh 7 cos 7 - sinh 7 sin 7) sinh (7 - £) cos (7 - £) 
+ (cosh 7 cos 7 + sinh 7 sin 7) cosh (7 - £) sin (7 - £) 

bA> = (cosh 7 cos 7 + sinh 7 sin 7) sinh (7 -£) cos (7 -£) 
- (cosh 7 cos 7 - sinh 7 sin 7) cosh (7 - £) sin (7 - £) 

c4< = (2G/)1/2 

flr = sinh 7 sin 7 cosh (7-p) sin (7-p) 
+ cosh 7 cos 7 sinh (7 -p) cos (7 -p) 

6r = sinh 7 sin 7 sinh (7-p) cos (7-p) 
- cosh 7 cos 7 cosh (7 - p) sin (7 - p) 

cr = (C/)1/2 

«A = sinh 7 sin 7 cosh (7-£) sin (7 - £) 
+ cosh 7 cos 7 sinh (7-£) cos (7-£) 

bA = sinh 7 sin 7 sinh (7-£) cos (7-£) 
- cosh 7 cos 7 cosh (7-£) sin (7-£) 

cA = (G/)1/2 

ae ' = (cosh 7 cos 7-sinh 7 sin 7) sinh (7-p) cos (7-p) 
+ (cosh 7 cos 7 + sinh 7 sin 7) cosh (7 - p) sin (7 - p) 

be' = (cosh 7 cos 7 +sinh 7 sin 7) sinh (7-p) cos (7-p) 
- (cosh 7 cos 7 - sinh 7 sin 7) cosh (7 - p) sin (7 - p) 

ce< = (2CI)"2 

az - cosh p cos p cosh (7-p) sin (7-p) 
+ sinh p sin p sinh (7-p) cos (7-p) 

bz = cosh p cos p sinh (7-p) cos (7-p) 
- sinhpsinpcosh(7-p)sin(7-p) 

c2 = (C//)1/2 

Y = sinh7sin7sinZ-cosh7cos7cosZ 

boundary cycle (normalized by the amplitude of the oscillation) 
placed in the top part of the chart. The bottom chart is a 
detailed examination of the temperature oscillation with time 
at different depths in the slab. In this bottom chart, the curves 
are lined up at temperatures equal to A0 + (TD-A0)(x/D) for 
the prescribed temperature or TD+ (BoD/k)(l- (x/D)) for 
the prescribed heat flux. In this way, the amplitude attenuation 
can be more easily seen in these figures. 

As shown in Fig. 1, a sinusoidal temperature imposed at the 
boundary causes the interface position to oscillate sinusoidally 
with a time delay less than a quarter period. However, an 
imposed sinusoidal heat flux (see Fig. 2) causes the interface 
to oscillate with a time delay greater than a quarter period. 
Thus a cosine function can be inferred for the flux condition, 
believed to be the result of the interface position's close re
lationship to the local medium temperature, while the flux is 
the differential of the temperature. 

It should be noted that the solution of the periodic steady 
problems given in this paper can be decomposed into two parts: 
one due to the boundary condition excitation without oscil
lation and the other strictly due to the oscillation. Then, based 
on the conditions imposed at the boundaries as given in Ex-
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ample 1, the former leads to a neutral position of the interface 
position located at 0.005 m. This gives rise to another phe
nomenon that is related to how the interface oscillates; it ranges 
in depth from 0.00458 m to 0.00536 m. The neutral position 
at 0.005 m cuts the position curve into equal areas lying between 
the curve and the line. All the upper lobes are fat and short 
while the lower lobes are slim and tall. The interface thus takes 
a slightly longer time to penetrate across the median line, a 
phenomenon in total agreement with the physics of heat pen
etration. However, the total period of the position oscillation 
remains constant at the value of the imposed cycle of excitation. 
The same trends are found for the imposed flux cycle as shown 
in the interface position chart in Fig. 2. 

As for the temperature history in Figs. 1 and 2, the time 
delay at each depth may be found by tracking the intersection 
of the curves with the zero axis. In the first example (Fig. 1), 
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delays are visible in the liquid region (small x), but are hardly 
noticeable in the solid region (large x). The phase-change in
terface thus has an effect of suppressing the time delay. For 
the second example (Fig. 2), the surface temperature cycle lags 
behind the imposed flux cycle. Notice that the interface no 
longer suppresses the time delay in the solid region. Discussion 
is complete for the dimensional plots; attention will now be 
directed toward the dimensionless plots. 

Figure 3 shows the dimensionless interface position plotted 
for several Stefan numbers, one chart for each example. The 
Stefan number is the parameter most closely related to material 
properties. In the charts, a solid curve is drawn to represent 
the baseline established by using the conditions given in Figs. 
1 and 2. The dimensionless excitation period is ir, and the 
neutral position for p can be calculated to be 1.084 (for Ex
ample 1, top chart) or 0.867 (for Example 2, bottom chart). 
As shown for both examples, an increase of the Stefan number 
leads to decreased time delay and increased amplitude of os
cillation of the interface. This is believed to be caused by the 
increase of the c/L ratio. However, such changes stabilize 
rapidly at large Stefan numbers, a unique feature of the cyclic 
excitation accompanied by phase change. 

It is interesting to note that, while the dimensionless interface 
position is a function of the Stefan number, the dimensionless 
temperature is not. This is because the (St)-1 in 6 (Eqs. (7) 
and (9)) is canceled by (St) in dp/dr (Eqs. (8) and (10)). Curves 
for dimensionless temperature look like the dimensional curves 
given in Figs. 1 and 2 and are thus not given in this paper. 
The results are presented in great detail in the work by Nyros 
(1993). 
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Pore Size Distribution and Apparent 
Gas Thermal Conductivity of Silica 
Aerogel 
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Introduction 
Aerogel is an open-cell, transparent superinsulator (Kistler, 

1931) whose preparation has been summarized by Hunt et al. 
(1991). A mixture containing water, TEOS (tetraethyl ortho-
silicate), alcohol (ethanol), and catalysts is mixed and poured 
into a mold where liquids react to form a fine silica particle 
suspension called an alcosol. The particles grow and intercon
nect to form alcogel, which is a semisolid gel containing al
cohol. Alcohol is removed from the alcogel using a supercritical 
drying procedures, leaving aerogel. Silica aerogel is a network 
of short bonded chains of silica particles, which are fused 
together (Tewari et al., 1985). Particles of diameters 2-5 nm 
and pores of diameter 10-100 nm produce a solid-gas matrix 
in which the volume fraction of the solid can be less than 5 
percent. The small pore size effectively limits the motion of 
gas molecules and hence reduces the apparent gas conductivity 
to a very low level. 

The apparent gas conductivity in a confined space, K, can 
be expressed as follows (Kaganer, 1969): 

- ^Z7 if — Kn) = W + <c/pWl (0 7 + 1 Pr a J 

where Kg is the conductivity of the gas in free space, Kn is 
the Knudsen number defined as the ratio of the molecule mean 
free path, /,„ ( = kBT/*j2ird2P), to the characteristic dimension 
of the system, lch, and 

2y 1 2-akgT 

K=KU\1+2 

C=2-
7+1 Pr V2«/2' 

(2) 

a is the accommodation coefficient, kB is the Boltzman con
stant, 7 is the ratio of the specific heats, and d is the diameter 
of the gas molecule. Equation (1) was derived for a system 
that has only one length scale, but porous media usually have 
a range of pore or length scales. One approach for the variable 
pore size problem is to use Eq. (1) and simply choose the value 
for lch that gives the best agreement with the experimental data 
for the apparent gas conductivity K. Another approach uses 
the mean or the most probable pore size (as determined by 
nitrogen adsorption-desorption measurement, Fig. 1) for the 
characteristic length, lch, and then chooses the constant C to 
give the best agreement with the data. Note that the second 
approach explicitly relates the conductivity to the pore size. 
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directed toward the dimensionless plots. 
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for several Stefan numbers, one chart for each example. The 
Stefan number is the parameter most closely related to material 
properties. In the charts, a solid curve is drawn to represent 
the baseline established by using the conditions given in Figs. 
1 and 2. The dimensionless excitation period is ir, and the 
neutral position for p can be calculated to be 1.084 (for Ex
ample 1, top chart) or 0.867 (for Example 2, bottom chart). 
As shown for both examples, an increase of the Stefan number 
leads to decreased time delay and increased amplitude of os
cillation of the interface. This is believed to be caused by the 
increase of the c/L ratio. However, such changes stabilize 
rapidly at large Stefan numbers, a unique feature of the cyclic 
excitation accompanied by phase change. 

It is interesting to note that, while the dimensionless interface 
position is a function of the Stefan number, the dimensionless 
temperature is not. This is because the (St)-1 in 6 (Eqs. (7) 
and (9)) is canceled by (St) in dp/dr (Eqs. (8) and (10)). Curves 
for dimensionless temperature look like the dimensional curves 
given in Figs. 1 and 2 and are thus not given in this paper. 
The results are presented in great detail in the work by Nyros 
(1993). 
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Introduction 
Aerogel is an open-cell, transparent superinsulator (Kistler, 

1931) whose preparation has been summarized by Hunt et al. 
(1991). A mixture containing water, TEOS (tetraethyl ortho-
silicate), alcohol (ethanol), and catalysts is mixed and poured 
into a mold where liquids react to form a fine silica particle 
suspension called an alcosol. The particles grow and intercon
nect to form alcogel, which is a semisolid gel containing al
cohol. Alcohol is removed from the alcogel using a supercritical 
drying procedures, leaving aerogel. Silica aerogel is a network 
of short bonded chains of silica particles, which are fused 
together (Tewari et al., 1985). Particles of diameters 2-5 nm 
and pores of diameter 10-100 nm produce a solid-gas matrix 
in which the volume fraction of the solid can be less than 5 
percent. The small pore size effectively limits the motion of 
gas molecules and hence reduces the apparent gas conductivity 
to a very low level. 

The apparent gas conductivity in a confined space, K, can 
be expressed as follows (Kaganer, 1969): 

- ^Z7 if — Kn) = W + <c/pWl (0 7 + 1 Pr a J 

where Kg is the conductivity of the gas in free space, Kn is 
the Knudsen number defined as the ratio of the molecule mean 
free path, /,„ ( = kBT/*j2ird2P), to the characteristic dimension 
of the system, lch, and 
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7+1 Pr V2«/2' 

(2) 

a is the accommodation coefficient, kB is the Boltzman con
stant, 7 is the ratio of the specific heats, and d is the diameter 
of the gas molecule. Equation (1) was derived for a system 
that has only one length scale, but porous media usually have 
a range of pore or length scales. One approach for the variable 
pore size problem is to use Eq. (1) and simply choose the value 
for lch that gives the best agreement with the experimental data 
for the apparent gas conductivity K. Another approach uses 
the mean or the most probable pore size (as determined by 
nitrogen adsorption-desorption measurement, Fig. 1) for the 
characteristic length, lch, and then chooses the constant C to 
give the best agreement with the data. Note that the second 
approach explicitly relates the conductivity to the pore size. 
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Fig. 1 Normalized pore size distribution of silica aerogel 

The result for the pressure dependence of the conductivity 
from Eq. (1) is not in agreement with our experimental data, 
although it is qualitatively right for a porous medium. When 
the pressure is large ( K n « l ) , K approaches Kg, and when 
the pressure is small ( K n » 1), K increases linearly with the 
pressure. To retain the main features of Eq. (1), we modify it 
according to 

K=K°/[\ + {Cl/P
n%l)} (3) 

In this paper, we will establish a model for the determination 
of the apparent gas conductivity in terms of the pore sizes. 
We use the method of gas adsorption-desorption to determine 
the pore size distribution for silica aerogel. The thermal con
ductivity is measured by using the hot-wire technique (Morrow, 
1979) and the experimental data are then used to determine 
the constants C\ and «, in Eq. (3). 

Channel Model of Apparent Gas Conductivity 
The pores of an aerogel are open-type and interconnected 

to one another like those in a sponge. The purpose here is to 
find the apparent gas conductivity of an aerogel slab. The 
aerogel is modeled as a porous medium containing pores of 
various sizes, interconnected both in series and in parallel; the 
pores are in the form of capillaries, joined end to end in 
parallel, adiabatic channels that run through the material. 
Those assumptions are consistent with the aerogel structure in 
the case of one-dimensional heat transfer. 

The apparent gas conductivity Kt of a channel i (/= 1, 2, 
. . . , m) comprised of n pores of length Xj and width Xj with 
conductivity K/j (i= 1, 2, . . . , m andy'= 1, 2, . . . , « ) is given 
by (Eckert, 1959) 

y=l / y = l j=i L / \ j=l 
(4) 

The total apparent gas conductivity is equal to the sum of 
the conductivities of m parallel channels, i.e., 

*=EWI>,=Z x<72> 
L / ;= i _ 1 j=i 

xJ]YixJK>J 

(5) 

Assuming isothermal channels in the transverse direction, 
instead of adiabatic channels in the direction of the temperature 
gradient as above, also leads to Eq. (5). Ku is the apparent 
gas conductivity in a pore of size XjXXj. Although Eq. (3) is 
difficult to use when a medium has more than one length scale, 
there is no restriction imposed on the size of the medium. 
Hence, K from Eq. (3) can be employed to calculate the ap
parent gas conductivity, Kjj, of a pore in a porous medium. 

Pore Size Distribution 
The quantities XJ/LXJ and Xj/Lxj in Eq. (5) are replaced by 

continuous pore size distribution functions f(Xj)dXj and 
f(Xj)dXj, respectively: 

" J . " j [lKuVWdxjlfMdx, (6) 

Pore sizes x, and Xj may be different but the pore size dis
tributions f(Xj)dXj and f(Xj)dxj are the same; therefore, the 
second integral in Eq. (6) is redundant and Eq. (6) then becomes 

K=K°J\ a + Cl/P"ix)f(x)dx (7) 

The probability density function of the pore sizes, f(x), can 
be obtained from nitrogen adsorption-desorption measure
ments (Gregg and Sing, 1982). At a fixed temperature, the 
adsorption of nitrogen by an aerogel sample is determined by 
the relative pressure of nitrogen vapor, which can be expressed 
as an adsorption isotherm m =f{p/po) where m is the amount 
of adsorbed nitrogen, p is the partial pressure, and p0 is the 
saturation pressure of the nitrogen vapor. The Kelvin equation 
A: = 0.4146 nm/log (/>„//?) relates the pressure to the pore ra
dius. The equations for m and x establish the relationship 
between pore size and the volume of all pores that have radii 
up to and including x, that is, the cumulative pore volume Vx. 
Vx is equal to m divided by the density of nitrogen liquid. One 
can plot Vx against x and pore size distribution curve is the 
derived curve dVJdx. The probability density function/(x) 
in Eq. (7) is equal to dVx/dx divided by the total volume of 
the pores V. Figure 1 shows the measured normalized pore 
size distribution of a silica aerogel. The most probable pore 
radius, 

Xmpt is about 10 nm. 
Equation (7) relates the apparent gas conductivity to the 

pore size distribution. The apparent gas conductivities of po
rous media with the same mean pore size x will still be different 
if they have different pore size distributions/(x). Consider 
one porous medium (1) having 50 percent of the pores with a 
radius 3 nm and 50 percent with radius 5 nm and another 
medium (2) having all pores of radius 4 nm. From Eq. (7), 
one obtains 
^medium2=^°/(l+4C1/16JP"l) 

> ^ m e d i u m l = ^ ° / ( l + 4 C 1 / 1 5 P " l ) 
For a given mean pore size and a given total pore volume, the 
more uniform the pore size of a porous medium, the larger is 
its apparent gas conductivity. However, media with uniform 
pore size distributions have a smaller apparent solid and ra
diative conductivity. It is noted that in many applications, a 
porous medium is evacuated so that the gas conductivity is 
less important. 

Equation (7) is useful for the analysis of the effects of the 
pore size distribution on apparent gas conductivity but it is 
difficult to utilize. For simplicity, using the most probable 
pore size, xmp, in place of the pore size distribution function 
yields 

(8) K=K°/(l + C2/P"ixmp) 

Thermal Conductivity Measurement 
The hot-wire technique (Morrow, 1979) was used to measure 

the thermal conductivity of silica aerogel opacified with fine 
carbon particles. A schematic drawing of the experimental 
system is shown in Fig. 2(a). The equipment includes: (1) 
current source, capable of supplying constant current in the 
range from 0 to 5 A with a stability of ±0.0002 A/min; (2) 
shunt with a resistance 16.7 milliohms rated at 3 A; (3) digital 
voltmeter, five-digit resolution; (4) vacuum system, pressure 
ranges from 40 millitorrs to 760 torrs. The test specimen con-
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Fig. 2 Hot-wire arrangement 

0.0072 cm platinum wire 

(c) 

sistsof two 10x5 x 1.5 cm3 plates of aerogel containing carbon 
opacifier, on one of which thin grooves were cut (Fig. 2(b)). 
The hot-wire harness shown in Fig. 2(c) is made of pure plat
inum wire with a diameter 0.0072 cm. In the test, the hot-wire 
harness is positioned in the grooves of one specimen and the 
other specimen is placed on top. Two specimens are held to
gether and placed in the vacuum system. 

In the hot-wire test an electric current is passed through the 
hot wire imbedded in a test sample. Heat generated from the 
hot wire will increase the temperature of the wire. The rate at 
which the temperature of the hot wire increases depends on 
the thermal conductivity of the sample. The change of the 
temperature of the hot wire changes its electric resistance and 
the voltage drop across it. 

The result for the thermal conductivity is (Morrow, 1979) 

# = Q/[4irdT/dln (t)] =A V„VJh/Bdl 

where Q is the power input to-the hot wire, Vw and Vsh are 
the voltage drops across the hot wire and shunt, respectively, 
B is the slope of the ln(time) versus Vw plot, dw is the diameter 
of the hot wire, and A is a constant depending on the shunt 
resistance; the properties of the wire and B are measured in 
the experiment. 

Uncertainties in the measurement are given below at the 
condition of a gas pressure of 0.0033 atm, when the total 
apparent conductivity of medium has the lowest value. The 
precision limit is as follows: 
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Fig. 3 Pressure dependence of the conductivity of gas in silica aerogel 

includes contributions from the gas and the solid and includes 
radiative transfer through the gas. When the gas pressure is 
lower than 10~3 atm, the apparent gas conductivity is very 
small and the total conductivity essentially results from the 
solid and radiation contributions, which are independent of 
pressure. The apparent gas conductivity was obtained by sub
tracting the solid and radiative conductivity from the total 
conductivity at each pressure. The results are shown in Fig. 3. 

Calculations and Discussion 

Assume that the gas in the pores is air at 300 K and Kg is 
0.026 W/m^K. The constant C expressed in Eq. (2) is found 
to be 0.02 N/m with the accommodation coefficient taken to 
be unity. 

From the measured pore size distribution (Fig. 1) and the 
measured apparent gas conductivity (Fig. 3), the constants Cj 
and «i in Eq. (7) and C2 and n2 in Eq. (8) were calculated. For 
each datum # from experiment corresponding to P, C/P" was 
computed as a whole according to Eqs. (7) and (8), respectively. 
In this way, a set of data (P, C/P") were obtained and C and 
n were then obtained by curve-fitting. The following results 
corresponding to Eqs. (1), (7), and (8) are: 

(9) #=0.026/(1 + 0.2*107P/C„) 

#=0.026 (1 + l9.9/P016Bx)f(x)dx (10) 

#=0.026/(1 + 17 .4 /P 0 7 6 9 ^ 

where lch, x, and xmp are in unit nm and P in unit atm. Equation 
(11) is plotted in Fig. 3 along with the experimental data. The 
essentially equal values for nx (0.768) and n2 (0.769) indicate 
that the pore sizes of the aerogel used in the experiment are 
very uniform. 
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The bias limits Bv , Bysh, and BB are negligible compared with 
BA ; therefore, 

BK/K=2xBdw/dw = 2x0 .5 /an/72 /un = 0.014 

The overall uncertainty in the determination of # , UK, is: 

UK/K=\J 0.0382 + 0.0142 = 4.0 percent. 

The hot-wire technique yields the total conductivity, which dition 

By comparing Eqs. (9) and (11) at atmospheric pressure, 
one obtains: 

lch/xmp = 0.2* 103/17.4 = 11.5 

Thus, the characteristic length of the aerogel for the deter
mination of the apparent gas conductivity is about eleven times 
greater than the most probable pore size. Note that the Knudsen 
number, Kn = lm/lch = 32.6 nm/11.5 x 10nm~0.3 for this con-
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Conclusions 
A porous medium has a range of pore sizes and the calcu

lation of the apparent gas conductivity should reflect this prop
erty. A channel model of the conductivity of the gas in a porous 
medium relates the apparent gas conductivity to a pore size 
distribution function, which is obtained from gas adsorption-
desorption measurements. This model is used to analyze the 
effect of pore size distribution on the apparent gas conduc
tivity. A simple formula for the apparent gas conductivity 
based on the most probable pore size is also provided. It is 
found that at atmospheric'pressure, the characteristic length 
of the aerogel used for the calculation of the apparent gas 
conductivity is about eleven times greater than its most prob
able pore size and the Knudsen number is about 0.3. 
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r = thermocouple wire radius 
t = dimensionless time = otsbt*/r2 

t* = time 
a = dimensionless thermal diffusivity ratio = aTc/asb 
(3 = dimensionless constant = k/\fu 

AT(t) = substrate temperature forcing function 
9 ( 0 = function defined by Eq. (7) 

£ = argument used by Eq. (9) = C2V7/IC3I 
*(r) = unit step response for an ideal intrinsic thermo

couple 

Subscripts 
Sb = substrate 
Tc - thermocouple 

Introduction 
With the advent of general purpose finite-element and finite-

difference numerical methods, the design process for high-
temperature applications where all modes of heat transfer may 
be important and material properties often exhibit distinct 
temperature dependencies has become increasingly sophisti
cated. However, as illustrated by a number of thermal shock 
and fatigue studies conducted by Segall and co-workers (1991, 
1992, 1993), precise temperature measurements are still re
quired to avoid an overabundance of assumptions pertaining 
to the uniformity and temporal nature of the thermal state. 
When surface-mounted thermocouples are used for these tem
perature measurements, specialized techniques are required to 
minimize the errors associated with the junction displacement 
from the surface and conduction along the lead wires (Segall, 
1992). Yet, even when these techniques are used, measurement 
errors may still permeate the data, especially when very rapid 
temperature changes are involved. 

Although a multitude of corrective techniques have been 
developed for thermocouple measurements over the years, they 
usually required specialized numerical procedures or difficult 
to determine empirical constants (Quandt and Fink, 1960; Hen-
necke and Sparrow, 1970; Wally, 1977, to name a few). To 
offset these shortcomings, a number of useful analytical re
lationships utilizing Laplace transforms have since been de
rived by Keltner and Beck (1983) for intrinsic and beaded 
thermocouples mounted to a thick wall. Unfortunately, the 
difficulties associated with the inversion of these relationships 
have precluded use of the solutions to all but the simplest cases 
of measured response such as step and ramp temperature 
changes. Because the temperature changes and measured re
sponse associated with thermal shock are rarely step or linear 
functions of time, an expanded solution base is required. The 
purpose of this paper is therefore to expand the Laplace trans
form solutions to include intrinsic thermocouples with a meas
ured response that can be approximated by an arbitrary third-
order polynomial. 

Analytical Considerations 
All the relationships used in this analysis are based on the 

mathematical models derived by Keltner and Beck (1983) for 
the response of surface-mounted thermocouples on a thick wall 
or substrate. Using these relationships under the assumption 
of constant thermophysical properties, the principal of super
position may be used to extract the thermocouple's response 
R(t), to an arbitrary substrate temperature loading AT(r) , 
through the use of Duhamel's integral (Fodor, 1965): 

R{t)=-\AT(T)'*(t-T)dT (1) 
of Jo 

where $ ( r ) is the response of the thermocouple to a unit step 
temperature change. For an ideal intrinsic thermocouple with 
negligible contact resistance and lateral heat transfer to the 
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lation of the apparent gas conductivity should reflect this prop
erty. A channel model of the conductivity of the gas in a porous 
medium relates the apparent gas conductivity to a pore size 
distribution function, which is obtained from gas adsorption-
desorption measurements. This model is used to analyze the 
effect of pore size distribution on the apparent gas conduc
tivity. A simple formula for the apparent gas conductivity 
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be important and material properties often exhibit distinct 
temperature dependencies has become increasingly sophisti
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quired to avoid an overabundance of assumptions pertaining 
to the uniformity and temporal nature of the thermal state. 
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surrounding environment, the late time (/>0.1) unit response 
is defined as: 

* ( 0 = 1 - C, exp (Ch)[l -erf(C2V7)] (2) 

C!=/3/(8/ir2 + /3) (3) 

where 

and 

C2 = 4/(8/7r + /37r). (4) 

An estimation of the actual surface temperature history may 
then be obtained by approximating the measured response 
R(t), as a third-order polynomial, substituting Eq. (2) into 
Eq. (1), taking the Laplace transform, and rearranging terms 
such that: 

R(s) 6«3 + 2021+0^ + 0^ 
A7(5)= ^, = ~m • (5) 

s*$(s) C^,L 

C2 + yJs 

Inversion of Eq. (5) yields the following expression for a sub
strate surface temperature as a function of nondimensional 
time and the polynomial coefficients that defined the measured 
thermocouple response: 
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and 

C 3 = ( C , - 1 ) . 

(6) 

(7) 

(8) 

Difficulties may arise during the evaluation of Eq. (7) for large 
values of dimensionless time because of the exponential term. 
Fortunately, evaluation of the limit of 9 ( 0 as t approaches 
infinity reveals a tendency toward zero because C 3 <0. As an 
alternative, the main term in Eq. (7) may be evaluated as the 
exponentially scaled complementary error function and ap
proximated by the following asymptotic series expansion 
(Abramowitz and Stegun, 1964): 

exp(f)erfc(£) = 
1 

£VTT 
1 + E(-J)' 

, 1 . 3 . . . 2 w - l 

(2£2)m 

provided 

* = 
c2V7 
ic,r 

(9) 

(10) 

Discussion and Conclusions 
An evaluation of Eq. (6) was conducted using transient tem

perature data measured with 0.25-mm-dia. wire type-K (chro-
mel-alumel) thermocouples mounted to a rapidly cooled silicon 
carbide substrate. Figure 1 shows the measured thermocouple 
response and cubic polynomial approximation. A typical cor
rective response curve calculated by Eq. (6) using the cubic 
polynomial coefficients is shown by Fig. 2. Interestingly, the 
predicted response shown in Fig. 2 appears to follow the trends 
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Fig. 1 Dimensionless measured response and cubic polynomial fit for 
a 0.25-mm-dia wire type-K thermocouple attached to a rapidly cooled 
silicon carbide substrate 
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Fig. 2 Calculated response for a 0.25-mm-dia wire type-K thermocouple 
attached to a rapidly cooled silicon carbide substrate 

predicted by Keltner and Beck (1983) for the entire time interval 
even though the derivations were based on the late time (t > 0.1) 
response of a thermocouple subjected to a unit step temper
ature change. Nevertheless, it is recommended that the use of 
Eq. (6) should be restricted to dimensionless times greater than 
0.1. 

Although the inversion of Eq. (5) is exact, the ensuing al
gebraic expression must be considered approximate at best 
because of the reliance on a polynomial fit to the thermocouple 
response; any estimates of the accuracy of the method will be 
predicted on the ability of the polynomial to describe and 
smooth the data over the entire time interval. Hence, the poly
nomial should always be graphically compared to the data to 
ensure a goodness of fit. Higher order polynomials were spe
cifically avoided because of their tendency to oscillate around 
individual data points (instability). Finally, the accuracy of the 
method will also be predicted on the validity of the assumptions 
pertaining to the lack of contact resistance and lateral heat 
transfer to the surrounding environment. In any case, the im-
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portance of Eq. (6) is in its ability to estimate an arbitrary 
surface temperature history based on a measured thermocouple 
response described by a simple third-order polynomial. Dif
ferent solutions involving combinations of constant, linear, 
quadratic, and cubic terms are possible by simply zeroing var
ious coefficients. 
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U0 = velocity difference across the mixing layer 
X = streamwise coordinate direction 
Y = transverse coordinate direction used in the simula

tion 
z = axial distance from the tip of the nozzle used in 

the experimental study 
Z = spanwise coordinate direction used in the simula

tion 
a = thermal diffusivity 
A = wavelength 
fj. = average value of the natural logarithm of tempera

ture dissipation rate 
p = density 

p0 = density of the unreacted fluid 
a = rms value of the natural logarithm of temperature 

dissipation rate 
X = scalar dissipation rate 

-[(f+(f+g)l 
Xt = temperature dissipation rate 
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Subscripts 

o = free-stream condition 
/ = temperature 

Introduction 
Understanding turbulent reacting flows is one of the most 

challenging fields of engineering science. Various theoretical 
models based on simplifying assumptions have been developed 
to predict the behavior of such flows. In some of the models 
proposed, the problem of modelmg the mean chemical reaction 
rate is exchanged for the problem of describing the scalar 
dissipation rate. The scalar dissipation rate, which describes 
the destruction of the fluctuations of a passive scalar at the 
finest scales, is an important parameter is modeling turbulent 
reacting flows (Namazian et al., 1988; Effelsberg and Peters, 
1988). 

The application of Direct Numerical Simulation (DNS) to 
reacting flows has been very useful in understanding the com
plex interactions occurring in such flows. Givi (1989) has pre
sented an excellent overview of the use of DNS in combustion 
research. However, the limitation of this technique is the range 
of space and time scales resolvable with the currently available 
supercomputer technology. Despite these limitations DNS can 
provide useful information, which can improve existing clo
sures. Givi et al. (1986) used this technique to investigate the 
problem of local flame extinction in a time-dependent, two-
dimensional mixing layer neglecting the effect of chemical heat 
release on the flow field. Their results indicated that the local 
instantaneous scalar dissipation rate evaluated at stoichio
metric conditions is an important parameter in understanding 
the flame extinction phenomena. This was in qualitative agree
ment with the theoretical work of Peters (1983). McMurtry et 
al. (1986, 1989) performed simulations for a two and three-
dimensional mixing layer with heat release using a single-step, 
irreversible reaction whose rate depended only on concentra
tion. The focus of this study was on the coupling between 
chemical heat release and fluid dynamics. They found that the 
rate of chemical product formation, the thickness of mixing 
layer, and the amount of mass entrained into the layer all 
decrease with the increasing rates of heat release. Son et al. 
(1991) have also studied various statistical moments, proba-
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Nomenclature 
A, B = molar concentration of chemical species A or B 

Ce = nondimensional heat release parameter 
D = diffusion coefficient 
d = diameter of the nozzle used in experimental study 
k = wavenumber magnitude 

L0 = length scale 
r = radial direction 

r0 = mean temperature peak radius 
S = mixture fraction or Shvab-Zeldovich variable 
T = temperature 
/ = time 
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U0 = velocity difference across the mixing layer 
X = streamwise coordinate direction 
Y = transverse coordinate direction used in the simula

tion 
z = axial distance from the tip of the nozzle used in 

the experimental study 
Z = spanwise coordinate direction used in the simula

tion 
a = thermal diffusivity 
A = wavelength 
fj. = average value of the natural logarithm of tempera

ture dissipation rate 
p = density 

p0 = density of the unreacted fluid 
a = rms value of the natural logarithm of temperature 

dissipation rate 
X = scalar dissipation rate 

-[(f+(f+g)l 
Xt = temperature dissipation rate 

"[©'•©'•©I 
Subscripts 

o = free-stream condition 
/ = temperature 

Introduction 
Understanding turbulent reacting flows is one of the most 

challenging fields of engineering science. Various theoretical 
models based on simplifying assumptions have been developed 
to predict the behavior of such flows. In some of the models 
proposed, the problem of modelmg the mean chemical reaction 
rate is exchanged for the problem of describing the scalar 
dissipation rate. The scalar dissipation rate, which describes 
the destruction of the fluctuations of a passive scalar at the 
finest scales, is an important parameter is modeling turbulent 
reacting flows (Namazian et al., 1988; Effelsberg and Peters, 
1988). 

The application of Direct Numerical Simulation (DNS) to 
reacting flows has been very useful in understanding the com
plex interactions occurring in such flows. Givi (1989) has pre
sented an excellent overview of the use of DNS in combustion 
research. However, the limitation of this technique is the range 
of space and time scales resolvable with the currently available 
supercomputer technology. Despite these limitations DNS can 
provide useful information, which can improve existing clo
sures. Givi et al. (1986) used this technique to investigate the 
problem of local flame extinction in a time-dependent, two-
dimensional mixing layer neglecting the effect of chemical heat 
release on the flow field. Their results indicated that the local 
instantaneous scalar dissipation rate evaluated at stoichio
metric conditions is an important parameter in understanding 
the flame extinction phenomena. This was in qualitative agree
ment with the theoretical work of Peters (1983). McMurtry et 
al. (1986, 1989) performed simulations for a two and three-
dimensional mixing layer with heat release using a single-step, 
irreversible reaction whose rate depended only on concentra
tion. The focus of this study was on the coupling between 
chemical heat release and fluid dynamics. They found that the 
rate of chemical product formation, the thickness of mixing 
layer, and the amount of mass entrained into the layer all 
decrease with the increasing rates of heat release. Son et al. 
(1991) have also studied various statistical moments, proba-
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Nomenclature 
A, B = molar concentration of chemical species A or B 

Ce = nondimensional heat release parameter 
D = diffusion coefficient 
d = diameter of the nozzle used in experimental study 
k = wavenumber magnitude 

L0 = length scale 
r = radial direction 

r0 = mean temperature peak radius 
S = mixture fraction or Shvab-Zeldovich variable 
T = temperature 
/ = time 
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bility density functions, power spectral densities, and auto
correlations of a conserved scalar of a reacting mixing layer 
generated via DNS. However, this study did not include sta
tistics on the dissipation rate of that scalar. A review on various 
numerical simulations and experimental efforts made to study 
both reacting and nonreacting mixing layers is also presented 
by Son et al. (1991). 

The objective of this work is to present the statistics of 
dissipation rate of a conserved scalar from the DNS of a tur
bulent reacting shear layer. Since experimental data on the 
statistics of temperature .dissipation rate in a reacting shear 
layer of jet flame are readily available (Boyer and Queiroz, 
1991), a comparison of this data with the DNS results will also 
be made. 

Simulation Method 
The procedure in DNS involves solving the three-dimen

sional, time-dependent governing equations for the detailed 
development of the flow field. The equations are solved using 
pseudospectral methods to compute spatial derivatives and 
second-order Adams-Bashforth time-stepping schemes to ad
vance in time. The computational domain for the simulations 
presented here is chosen to be large enough to contain the most 
unstable mode of a hyperbolic tangent mean velocity profile 
and its subharmonic (as determined from linear stability theory 
for an incompressible flow (Michalke, 1964)). For computa
tional convenience, the length scale L0 is chosen such that the 
nondimensional wavelength of the most unstable mode is 2ir 
(2w = \/L0, where A is the dimensional wavelength). Time is 
nondimensionalized by L0/U0, where U0 is the velocity dif
ference across the mixing layer. Further details on the solution 
procedure are given by McMurtry et al. (1986). 

Simulation data are presented at two nondimensional time 
steps (t = 42 and / = 60) and for two different values of the 
heat release parameter Ce: one with no heat release (Ce = 0); 
and the other giving a maximum density decrease of approx
imately p/p0 = 0.5 (Ce = 5). This value of the heat release 
parameter (Ce - 5) is limited by the resolution requirements. 
These simulations employed exactly the same initial velocity 
and species concentration fields. Furthermore, these simula
tions were performed for a binary, single-step chemical re
action occurring across a temporally developing turbulent 
mixing layer. The chemical reaction used is the single step, 
irreversible reaction: 

yl+5-Products + Heat. (1) 

The reaction is only a function of the reactant concentration 
and does not depend on temperature. Although this simplified 
reaction mechanism neglects some important physics of flame, 
it still allows effects of energy release on the mixing dynamics 
to be studied. 

The computations were performed on a 64 X 65 x 64 grid. 
In wavenumber space this corresponds to kx, ky, kz = -32 to 
32, where kx, ky, kz are the wavenumber vector components 
in the three coordinate directions. In this simulation, the low 
Mach number approximation, which filters out the acoustic 
waves, was used to relax the stability constraints on the nu
merical time step. Also, the transport coefficients were taken , 
to be temperature independent, allowing the effects of thermal 
expansion to be isolated and studied in a simpler environment. 

The Reynolds, Peclet, and Damkohler numbers for both the 
heat release and no heat release case were 500, 200, and 2, 
respectively. As most flows of interest occur at higher Reynolds 
and Damkohler numbers than those used in these simulations, 
it is not possible to predict precisely and reproduce quanti
tatively all details of a practical turbulent flow problem. How
ever, the Reynolds number imposed in these simulations is 

sufficiently high so that unsteady, random motions charac
teristic of the large-scale motion in the flame are generated. 
Because a temporal mixing layer is studied here, the flow is 
homogeneous in the streamwise (X) and spanwise (Z) direc
tions. Mean profiles in the transverse (Y) direction are then 
obtained by averaging of 642 data points in the X-Z plane. 

Results 

(a) Conserved Scalar Dissipation Rate. In many practical 
hydrocarbon combustion problems, the major energy releasing 
chemical reaction rates are high enough to justify the fast 
chemistry assumption. In such cases the instantaneous molec
ular species concentrations and temperature are functions only 
of a conserved scalar at that instant. The choice of the con
served scalar depends on the chemistry involved. For a reaction 
of the type given in Eq. (1) a conserved scalar of the Shvab-
Zeldovich type is useful. The element mass fractions can be 
normalized to give the desired conserved scalar, namely the 
mixture fraction (S): 

Shirolkar et al. (1992) studied the Probability Density Func
tion (PDF) of mixtures fraction at t = 42 for the heat release 
(hr) and no heat release (nhr) or isothermal cases. They ob
served that effect of heat release is to slow the rate of devel
opment of mixing. The turbulent mixing and hence the chemical 
reaction was observed in a region around the center of the 
computational domain. They also observed that the higher 
moments (skewness and kurtosis) of S within the reacting zone 
for both the cases had nearly Gaussian values (0.0 and 3.0 
respectively). 

The conserved scalar approach is normally used to avoid 
dealing with the complex chemical production term. This is 
done by describing the instantaneous reaction rate in terms of 
the dissipation rate of the conserved scalar. Some statistical 
features of this scalar dissipation rate are presented below. 
This type of information can be useful in validating models 
that use the conserved scalar approach. 

Figure 1 (a) shows the average profiles of the dissipation 
rate of the mixture fraction (x) at t = 42 and t = 60 for the 
heat release and isothermal cases. These profiles clearly show 
lower dissipation rates for the heat release case. The compu
tational domain region over which the dissipation spread is 
observed is larger for the isothermal case. These trends can be 
further explained by comparing them with the total concen
tration of the reactants at different times for the two different 
cases (Table 1). This total concentration is calculated by in
tegrating the average concentration profiles of the reactants 
across the mixing layer. It is quite evident from these obser
vations that the consumption of the reactants is related to the 
dissipation rate and the rate of consumption of the reactants 
is inhibited by the heat release. These observations are con
sistent with those of McMurtry et al. (1989) who studied the 
effect of heat release on the flow field in terms of vorticity 
dynamics. Their observations indicated that for heat release 
case the maximum amplitude of the vorticity is substantially 
lower compared to the isothermal case. This results in lower 
entrainment into the mixing region for the heat release case 
and hence lower reaction rates, i.e., lower rate of consumption 
of the reactants. From Table 1 it can be seen that at any time 
for the heat release case, the concentration of the reactants is 
higher and their consumption with time is much lower. Shi
rolkar et al. further showed that the reaction rate contours at 
the center of the spanwise location (Z = 0) for the heat release 
and isothermal cases showed the same features as the x con
tours. They observed that the reaction rate field was more 
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Fig. 1 (a) Average profiles for mixture fraction dissipation rate and (6) 
rms profiles for mixture fraction dissipation rate 

Table 1 Reactant concentrations 

CASE 

hr 

nhr 

hr 

nhr 

TIME 

42 

42 

60 

60 

TOTAL CONCENTRATION OF 

"A" "B" 

5.5709 

5.4663 

5.5019 

4.7198 

5.6084 

5.4663 

5.5285 

4.7198 

contorted with higher rates for the isothermal case as compared 
to the reacting case. This further substantiated the fact that 
heat release reduces mixing rate. 

The rms profiles of x for the two cases at t = 42 and t = 
60 are presented in Fig. 1(b). The profiles for the isothermal 
case are observed to be relatively higher than those in the heat 
release case. This further illustrates the stabilizing effect of 
heat release (smaller fluctuations) on the flow field. 

(b) Temperature Dissipation PDFs. It is in general dif
ficult to measure experimentally the dissipation of a conserved 
scalar. However, it is relatively easier to measure dissipation 
of a nonconserved scalar such as temperature in turbulent 
reacting flows. Boyer and Queiroz (1991) have successfully 
designed a temperature probe capable of measuring spatial 
temperature gradients. They have conducted temperature dis
sipation rate measurements in a lifted turbulent nonpremixed 

Fig. 2 (a) Normalized PDFs of temperature dissipation rate calculated 
from the DNS data for the heat release case and (b) normalized PDFs 
of temperature dissipation rate obtained from the experimental data of 
Boyer and Queiroz (1991) 

propane flame issuing from a converging nozzle at several axial 
stations and along the centerline. They showed that the as
sumption of lognormality was a good approximation to the 
character of the temperature dissipation rate in the core of the 
flame out to the radius where the mean temperature is at a 
maximum (r0). In this section the simulation results are qual
itatively compared to measurements of Boyer and Queiroz. 

The temperature dissipation rate statistics presented in this 
section are for the heat release case and are calculated in that 
region of the computational domain where significant mixing 
and hence chemical reaction have taken place (i.e., 0 < Y < 
2.75). Also for the sake of comparison, the PDFs are computed 
for the natural logarithm of the dissipation rate (In xi)- The 
experimental data available for comparison are at three dif
ferent axial locations (z/d = 5, 10, 20). Furthermore, the 
results of Boyer and Queiroz show that the PDFs of temper
ature dissipation rate at all the three axial locations are similar 
in nature. Therefore, in order to avoid repetitiveness, the ex
perimental data at only one axial location (z/d = 10) are 
qualitatively compared with the simulation data at the non-
dimensionalized time t = 42. 

The normalized lognormal PDFs calculated from the sim-
, ulation and those observed experimentally are presented in 
Figs. 2(a) and 2(b), respectively. The PDFs (Fig. 2 (a)) near 
the center of the computational domain ( 7 = 0 ) indicate that 
the temperature dissipation rate is lognormally distributed. 
This is also qualitatively observed in the data of Boyer and 
Queiroz (Fig. 2(b)) from the center of the flame out to r/r0 = 
1.5. The discrepancies between the two results in the region 
farther away from the center of the computational domain 
could be because the heat release in the simulations is much 
less compared to experimental conditions. The Reynolds num-
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ber specified in the simulations is also far lower than in the 
experiment. Furthermore, the simulations are performed for 
a temporally developing reacting shear layer whereas the pro
pane flame is a spatially developing combusting shear layer. 
Although these two types of shear layer cannot be related 
exactly, there are many dynamic similarities between the two 
allowing for qualitative comparison. Despite these restrictions 
and the fact that only 64 x 64 grid points were available from 
the simulations to compute the statistics, it is evident from the 
PDSs (Figs. 2(a) and 2(b)) that the DNS predictions are in 
qualitative agreement with, the data collected by Boyer and 
Queiroz (1991). 

Concluding Remarks 
The data available from a three-dimensional direct numerical 

simulation for a binary single-step chemical reaction in a tem
porally developing turbulent mixing layer were used to study 
the dissipation rate statistics of a conserved scalar and of tem
perature. In particular the effects of heat release on these 
statistics is considered. 

The mixture fraction dissipation rate statistics showed that 
the effect of heat release is to slow the rate of development of 
mixing. As compared to the heat release case, higher dissipation 
rates were observed for the isothermal case, which corre
sponded with the relatively higher consumption of the reac-
tants. The rms profiles of mixture fraction dissipation rate 
supported the fact that the heat release had a stabilizing effect 
on the flow field. 

The temperature dissipation rate statistics were computed 
for the heat release case. The statistics compared qualitatively 
with the experiments of Boyer and Queiroz (1991). The sim
ulation results also indicated that the temperature dissipation 
rate approximated the lognormal distribution in a region where 
there was significant mixing and hence chemical reaction. This 
agreement between the simulation results and experiments gives 
added confidence in the observations made regarding the mix
ture fraction dissipation rate obtained from the simulations. 
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Nomenclature 

a = 
a„ = 

Bi = 
C = 

Fo = 
h = 

Ji = 
Jo = 
k = 
L = 

M = 
r = 

R = 
t = 

T = 
W = 
e = 

4> = 

thermal diffusivity, mVs 
thermal diffusivity of water at the initial product 
temperature = 0.148 X 10"6 m2/s 
Biot number 
cooling coefficient, 1/s 
Fourier number 
surface heat transfer coefficient, W/m2K 
lag factor 
zeroth-order Bessel function of first kind 
thermal conductivity, W/mK 
length, m 
root of Bessel characteristic equation 
radial coordinate 
radius, m 
time, s 
temperature, °C or K 
water content, in decimal unit 
dimensionless temperature 
temperature difference, °C or K 

Subscripts 

a = medium condition 
e = final 
/ = initial 

n = refers to «th characteristic value 
w = water 
1 = refers to first characteristic value 

Introduction 
Unsteady-state heat transfer from a solid object to any fluid 

medium is an important subject in many engineering-related 
fields and plays a role in practical processes ranging from 
cooling of a hot steel ball to heating and cooling of food 
products. As a first step to a better understanding of the heat 
transfer, one must carefully evaluate and understand the fluid 
flow, and thermophysical properties of the product. Classical 
explanations of the cooling phenomena are largely based on 
the temperature distributions and heat transfer rates. However, 
very limited information is available in the literature on the 
heat transfer coefficients in food processing applications. Most 
theoretical or semi-theoretical and experimental investigations 
of the heat transfer coefficients for geometrically shaped ob
jects can be classified as Nusselt-Reynolds correlations. The 
surface heat transfer coefficients of food products subjected 
to cooling applications are dependent upon several parameters, 
e.g., the product's thermal and physical properties and envi
ronmental conditions (Dincer, 1991; Dincer et al., 1992). The 
well-known Nu-Re correlations may not show a realistic be
havior for use in the specific application. A limited number 
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ber specified in the simulations is also far lower than in the 
experiment. Furthermore, the simulations are performed for 
a temporally developing reacting shear layer whereas the pro
pane flame is a spatially developing combusting shear layer. 
Although these two types of shear layer cannot be related 
exactly, there are many dynamic similarities between the two 
allowing for qualitative comparison. Despite these restrictions 
and the fact that only 64 x 64 grid points were available from 
the simulations to compute the statistics, it is evident from the 
PDSs (Figs. 2(a) and 2(b)) that the DNS predictions are in 
qualitative agreement with, the data collected by Boyer and 
Queiroz (1991). 

Concluding Remarks 
The data available from a three-dimensional direct numerical 

simulation for a binary single-step chemical reaction in a tem
porally developing turbulent mixing layer were used to study 
the dissipation rate statistics of a conserved scalar and of tem
perature. In particular the effects of heat release on these 
statistics is considered. 

The mixture fraction dissipation rate statistics showed that 
the effect of heat release is to slow the rate of development of 
mixing. As compared to the heat release case, higher dissipation 
rates were observed for the isothermal case, which corre
sponded with the relatively higher consumption of the reac-
tants. The rms profiles of mixture fraction dissipation rate 
supported the fact that the heat release had a stabilizing effect 
on the flow field. 

The temperature dissipation rate statistics were computed 
for the heat release case. The statistics compared qualitatively 
with the experiments of Boyer and Queiroz (1991). The sim
ulation results also indicated that the temperature dissipation 
rate approximated the lognormal distribution in a region where 
there was significant mixing and hence chemical reaction. This 
agreement between the simulation results and experiments gives 
added confidence in the observations made regarding the mix
ture fraction dissipation rate obtained from the simulations. 
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medium is an important subject in many engineering-related 
fields and plays a role in practical processes ranging from 
cooling of a hot steel ball to heating and cooling of food 
products. As a first step to a better understanding of the heat 
transfer, one must carefully evaluate and understand the fluid 
flow, and thermophysical properties of the product. Classical 
explanations of the cooling phenomena are largely based on 
the temperature distributions and heat transfer rates. However, 
very limited information is available in the literature on the 
heat transfer coefficients in food processing applications. Most 
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surface heat transfer coefficients of food products subjected 
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of studies for predicting the surface heat transfer coefficients 
during cooling of the food products have been reported (Ran-
ade and Narayankhedkar, 1982; Ansari, 1987; Arce and Sweat, 
1980). Recently, Stewart et al. (1990) established an experi
mental method for estimation of the heat transfer coefficients 
encountered in a variety of food cooling processes by per
forming relatively simple experiments. Dincer (1991) developed 
a simple analytical model for determining the time-dependent 
heat transfer coefficients of several food products using the 
center temperature measurements of the products. But there 
is no study relating to the present model in the literature. 

In order to ensure optimum operation conditions and energy 
savings in the process, an exact analysis of heat transfer is 
required and the surface heat transfer coefficient is an im
portant coefficient to be determined. 

The main purpose of the present study is to determine the 
surface heat transfer coefficients for single cylindrical products 
in different batches cooled in a water flow at different tem
peratures. 

Model and Formulation 
In order to ensure one-dimensional conduction so that the 

transient problem involves only two independent variables, it 
is assumed that the cylinder is infinitely long and axially sym
metric. Thus, heat conduction in the cylindrical product is 
considered to occur in the radial direction only. Under these 
conditions, the heat-conduction equation in cylindrical coor
dinates for an infinite solid cylinder without internal heat gen
eration is 

[(d2T/dr2) + (l/r) (dT/dr)]=(l/a)(dT/dt) (1) 

The governing equation in terms of the excess temperature 
<j> = T - Ta is 

l(d24>/dr2) + (l/r)(d^/dr)}= (l/a) (d<t>/dt) (2) 
The initial and boundary conditions are 

<Kr, 0) = 4>i = (T,-Ta), d<K0, t)/dr = 0, 
-kd<t>(R, t)/dr=h<j>(R, t). 

The solution of Eq. (2) in dimensionless terms for the es
timation of the temperature distribution at any point of a 
cylindrical body may be found in the literature (Arpaci, 1966; 
Carslaw and Jaeger, 1959; Luikov, 1968). 

The dimensionless center temperature distribution of a single 
cylindrical product is 

d--%wU^\uMn)^{-MlVo) (3) 

The characteristic equation of Eq. (3) is 

(M„)[J,(M„)]+(Bi)[J0(M„)] = 0 (4) 
where the values of M„ are roots of Eq. (4). 

The solution of Eq. (4) is difficult. In this respect, a sim
plification has been made in the form of Eq. (5) (Pflug and 
Blaisdell, 1963). Thus, Eq. (4) is rewritten as 

M2 = (6Bi)/(2.85 + Bi) (5) 

The following dimensionless expressions are introduced: 
6=(T-Ta)/{T,-Ta) (6) 

Fo = at/R2 (7) 
Bi = hR/k (8) 

A simplification is introduced as Fo > 0.2 and hence, the 
infinite sum can be approximated by the first term of the series 
and may be represented by the following expression: 

6 = Ji exp(-MfFo) (9) 

where/, = [(2Bi)/(M2 + BiVo(M)]-

Regression analyses are carried out using the time-dimen-
sionless temperature data in the exponential form, based on 
the least-squares method, as given in Eq. (10) (Dincer et al., 
1992): 

6 = Jsexp(-Ct) (10) 

The following equation is obtained by combining Eqs. (9) 
and (10): 

M2Fo = Ct (11) 
After making these substitutions, the following model is 

developed to determine the surface heat transfer coefficient 
for a single cylindrical product: 

h = [(2.85kRC)/(6a-CR2)] (12) 

The thermal conductivity (k) and thermal diffusivity (a) of 
the food products depend on their water content and are given 
as follows (Sweat, 1986; ASHRAE, 1981): 

k = 0.148 + 0.493 W (13) 
a = 0.08810"6 + (a,v-0.08810"6)I^ (14) 

Experimental 
In order to test the mathematical model employed here, an 

experimental investigation was performed. In this investiga
tion, batches of 5, 10,15,and20 kg of three food commodities, 
namely, cucumbers, squash, and eggplant were weighed and 
prepared for the trials. The trials were repeated for varying 
crate loads at temperatures of 0.5, 1, and 1.5°C, respectively. 

The primary elements of the hydrocooling system (Fig. 1) 
consisted of two major parts, namely, a conventional refrig
eration unit (Tecumseh CK-99301-2 model reciprocating com
pressor of 9280 W capacity, a condenser cooled by dual 370 
W fans, a Flica TMC 4.5 model expansion valve, and a water-
cooled evaporator) and a cold water pool (test section) with 
inner dimensions of 2.0 x 0.8 x 0.4 m. The cold-water pool 
consisted of a lidded tank, insulated with glass wool, through 
which cooled water was pumped. The tank water level was 
held at 2/3 full and the water temperatures of 0.5,1, and 1.5 ° C 
were applied for three different environmental conditions. 
Batches of 5, 10, 15, and 20 kg from each food commodity 
were placed in slatted polyethylene crates with the dimensions 
of 0.25 m2 area and 0.2 m deep (the open-topped and grid-
sided polyethylene cases) thermocouples were embedded at the 
centers of 12 products for each experiment. The crate con
taining the products was dipped into the cold water flow and 
the trial was repeated for each product batch. The water tem
perature was measured with three thermocouples at the inlet, 
just behind the crate and outlet. All 15 DCK8 Cu/Cu-Ni ther
mocouples were calibrated at 1°C and had wires 50 and 80 
mm long and 1.2 mm in diameter to minimize conduction 
errors. Measurements, accurate to ± 0.1 °C, were continuously 
recorded by a calibrated CMC 821 multichannel micropro
cessor device (Ellab Instruments, Denmark) at 30 s intervals 
until all the center temperatures of the products reached the 
storage temperatures. Data for the 12 products were averaged 
for data analysis. The flow velocity of water in the tank was 
measured to be 0.05 m/s using a digital flowmeter (Hontzsch 
GmbH, Germany). The water contents of the products were 
determined by using a dry-matter method in the laboratory. 

Individual pieces of food in the crate were arranged such 
that they were not piled on top of one another. They were 
placed in a single row. This method was applied for each type 
of food. For each experiment, the crate was placed 10 cm from 
the water inlet (as shown in Fig. 1). 

A detailed description of the experimental apparatus and 
procedure, including schematic diagrams of the arrangements 
of the products, the position of the crate, and the direction of 
flow is given by Dincer (1991, 1992) and Dincer et al. (1992). 
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Fig. 1 Schematic drawing of the experimental apparatus: 1. evaporator, 
2. compressor, 3. condenser, 4. expansion valve, 5. cold water pool, 6. 
crate, 7. products, 8. water inlet, 9. water flow, 10. water outlet, 11. 
circulation pump; TC: thermocouple, FM: flowmeter 

Results and Discussion 
This research was performed to determine the surface heat 

transfer coefficients for cylindrically shaped products so that 
the heat transfer mechanisms can become more predictable. 
Also, a better understanding will lead to better cooling effec
tiveness, and better operating conditions. This study involved 
both the mathematical model developed here and the temper
ature data. 

First, the temper.atures of 12 individual products in each 
batch subjected to cooling at temperatures of 0.5, 1, and 1.5°C 
were averaged for the analysis in order to minimize the ex
perimental errors. These center temperatures of an individual 
cylindrical product were converted into dimensionless form 
using Eq. (6), and a regression analysis in the form of Eq. (8) 
was applied to the dimensionless center temperature distri
bution for an individual product in each batch. Then, the 
effective cooling parameters expressed in terms of cooling coef
ficient ( Q and lag factor (J{) for each batch were determined. 

The determined thermal and physical properties of the 
cylindrically shaped products as test samples are given in 
Table 1. 

The heat transfer results of tests performed using the cylin
drically shaped products are detailed in Table 2 for cucumbers, 
Table 3 for squash, and Table 4 for eggplant. 

The regression equations described the data well, and had 
very high regression coefficients of over 0.98. In the statistical 
evaluation, the standard deviations for all regression analyses 
were calculated and the minimum and maximum standard 
deviations were found to be 0.01528 and 0.0965. As a clearer 
description, it was observed that, in general, the maximum 
difference between the dimensionless experimental tempera-

Table 1 Properties of the test samples 
Product 

Cucumbers 
Squash 
Eggplant 

Product 

T, CO 
22.0 ± 0.5 
21.5 ± 0.5 
21.5 ± 0.5 

T„ (°C) W (percent) k (W/mK) a (m2/s) R (cm) 

4 96 0.62120 1.456 • 10" ' 1.90 ± 0.05 
7 91 0.59660 1.426 • 10" ' 2.30 ± 0.05 
7 93 0.60649 1.438 • 10" ' 2.25 ± 0.05 

Table 2 Surface heat transfer coefficients obtained for cucumbers 

T„ CO 
Crate load C h 

(kg) 7, (1/s) (W/m2K) 

L (cm) 

16.0 ± 0.5 
15.5 ± 0.5 
14.2 ± 0.5 

Regression 
coefficient 

Cucumbers 

0.5 
5 

10 
15 
20 

1.036509 
1.228027 
1.221941 
1.237056 

0.001684 
0.001675 
0.001629 
0.001480 

213.24 ± 36 
209.54 ± 34 
191.93 ± 29 
146.73 ± 17 

0.99906 
0.99491 
0.99537 
0.99420 

1.0 
5 

10 
15 
20 

1.291389 
1.177443 
1.210404 
1.250717 

0.001602 
0.001567 
0.001385 
0.001243 

182.52 ± 26 
171.20 ± 23 
124.71 ± 13 
98.42 ± 8 

0.98775 
0.99665 
0.99627 
0.99116 

1.5 
5 

10 
15 
20 

1.279695 
1.286217 
1.266266 
1.202154 

0.001604 
0.001404 
0.001395 
0.001120 

183.19 ± 27 
128.78 ± 14 
126.83 ± 13 
80.29 ± 6 

0.99248 
0.99263 
0.99070 
0.99166 

Product 

Table 3 Surface heat transfer coefficients obtained for squash 

T. ( °Q 
Crate load 

(kg) 
C 

(1/s) 
h 

(W/m2K) 
Regression 
coefficient 

Squash 

0.5 

1.5 

5 
10 
15 
20 

1.171796 
1.202305 
1.192911 
1.227165 

0.001272 
0.001186 
0.001087 
0.001036 

272.26 ± 59 
203.25 ± 33 
151.51 ± 18 
131.73 ± 14 

0.99053 
0.98471 
0.98710 
0.98501 

1.0 
5 

10 
15 
20 

1.186123 
1.162427 
1.193264 
1.194586 

0.001188 
0.001132 
0.000956 
0.000936 

204.54 ± 33 
172.41 ± 24 
106.85 ± 10 
101.55 ± 9 

0.98800 
0.98934 
0.98751 
0.98846 

5 
10 
15 
20 

1.195212 
1.196628 
1.188748 
1.187695 

0.001118 
0.001076 
0.001009 
0.000981 

165.50 ± 22 
146.93 ± 17 
122.61 ± 12 
113.95 ± 11 

0.98824 
0.98922 
0.98589 
0.99183 
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Table 4 Surface heat transfer coefficients obtained for eggplants 

Product 

Eggplants 

Ta CC) 

0.5 

1.0 

1.5 

Crate load 
(kg) 

5 
10 
15 
20 
5 
10 
15 
20 
5 
10 
15 
20 

A 
1.195287 
1.077374 
1.109056 
1.205601 

1.194965 
1.109408 
1.041132 
1.187285 

1.165531 
1.209623 
1.092817 
1.203111 

C 
(1/s) 

0.000870 
0.000822 
0.000794 
0.000770 

0.000772 
0.000739 
0.000692 
0.000622 ' 

0.000777 
0.000729 
0.000656 
0.000618 

h 
(W/m 2K) 

80.10 ± 6 
71.57 ± 5 
66.99 ± 4 
63.31 ± 4 

63.61 ± 4 
58.81 ± 3 
52.51 ± 3 
44.15 ± 2 

64.37 ± 4 
57.42 ± 3 
48.07 ± 2 
43.70 ± 2 

Regression 
coefficient 

0.98757 
0.99850 
0.98766 
0.98936 

0.98977 
0.99748 
0.99885 
0.99132 

0.99316 
0.98234 
0.99833 
0.99048 

ture data and the dimensionless temperature values obtained 
by regression analyses was less than ±13 percent, except the 
initial value. Initially, cooling does not follow Eq. (10), which 
gives 6 values greater than 1. At t = 0, the regression value 
for d is the lag factor, which is a function of the thermal and 
physical properties (thermal conductivity, thermal diffusivity, 
heat transfer coefficient, and shape as well as geometry) of 
the product cooled in water flow. 

As can be seen in Tables 2, 3, and 4, the variation in the 
cooling coefficient, which denotes the change in the product 
temperature per unit change of the cooling time for each degree 
temperature difference between the product and its surround
ings, and especially its decrease with respect to an increase in 
the batch weight, strongly indicates that the flow and tem
perature profiles around the product were influenced by the 
batch weight and were different for each batch. It was found 
that the cooling coefficient strongly depended on the lag factor. 
The surface heat transfer coefficients are sensitive to the phys
ical conditions involved among the products and their sur
roundings. As shown in the tables above, the surface heat 
transfer coefficients decrease approximately linearly, and the 
cooling coefficients and lag factors of each product vary un-
systematically with the crate load (batch weight), probably due 
to changes in coolant flow around the individual cylindrical 
products, and thus to the heat transfer environment, depending 
on the loading. Increasing the crate loading from 5 to 20 kg, 
in loads of 5 kg, decreased the surface heat transfer coefficients 
by 31, 46, and 56 percent for cucumbers and by 51, 50, and 
31 percent for squash, and by 21, 30, and 33 percent for 
eggplant at coolant temperatures of 0.5, 1, and 1.5°C. The 
present model was tested for individual cucumbers, squash, 
and eggplant in different batches. The values of the surface 
heat transfer coefficients obtained in this work are valid for 
Fourier numbers greater than 0.2, i.e., when cooling time is 
greater than 495 seconds for cucumbers, 741 seconds for squash, 
and 704 seconds for eggplant. In this experiment, the time 
required to reach storage temperatures for all three food com
modities was greater than the time required for the analysis to 
be valid (0 = 103). These total cooling times at the water 
temperatures of 0.5, 1, and 1.5°C ranged between 1200 and 
2010, 1050 and 1510, and 1620 and 2970 seconds for individual 
cucumbers, squash, and eggplant in the batches of 5, 10, 15, 
and 20 kg. 

Different batches of food were placed in identical crates. In 
this way, the motion of an individual product in different 
batches may be different, and therefore have different effects 
on the surface heat transfer coefficients. The main purpose of 
the present study was to develop an analytical model for de
termining the surface heat transfer coefficients for cylindrical 
objects subjected to cooling and to test this model by using 
experimental temperature measurements for different condi
tions. The results of the present study showed that the surface 
heat transfer coefficients for the individual products may differ 
when applied under different experimental conditions. 

This investigation indicated that this model can easily be 

used in order to determine the surface heat transfer coefficients 
as constant values for the single products. 

Conclusions 
A mathematical model was developed to determine the sur

face heat transfer coefficients for single cylindrical objects and 
was tested for cylindrical food products cooled in water flow 
at the medium temperatures of 0.5, 1, 1.5°C, respectively. In 
the experimental investigation, batches of 5, 10, 15, and 20 kg 
of product were cooled. The results of this study indicated that 
the surface heat transfer coefficient for an individual product 
decreased with an increase in batch weight and an increase in 
the water temperature. 
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Analysis of Flow and Heat Transfer 
Over an External Boundary Covered 
With a Porous Substrate 

P. C. Huang1 and K. Vafai1,2 

Nomenclature 
Cj - friction coefficient, Eq. (22) 
CT = total friction coefficient, Eq. (23) 
cpj = fluid heat capacity, W s kg -1 K~' 
DaL = Darcy number = K/L2 

F = a function used in expressing inertia terms 
H = thickness of the porous medium, m 
k = thermal conductivity, Wm"1 K"1 

K = permeability of the porous medium, m2 

L = length of the external boundary as shown in Fig. 
1(a), m 

P = pressure, Pa 
r = ratio of .^-component interfacial velocity to free-

stream velocity = «//«„ 
Pr = Prandtl number = v/a 

ReL = Reynolds number = u^L/v 
T = temperature, K 
u = x-component velocity, ms - 1 

v = .y-component velocity, ms"1 

x = horizontal coordinate, m 
y = vertical coordinate, m 
a = thermal diffusivity, m2s_1 

aeff = effective thermal diffusivity = kM/pfcpj, m2s_1 

5 = boundary-layer thickness, m 
5, = thermal boundary-layer thickness, m 
e = porosity of the porous medium 

AL = inertial parameter = FL e/\/K 
H = dynamic viscosity, kgm_1s-1 

v = kinematic viscosity, m2s~' 
p = fluid density, kgm~3 

T,„ = wall shear stress, Nm~2 

Superscripts 
= dimensionless quantity 

eff 
/ 
/ 

P 
t 

w 
X 

0 0 

= 
= 
= 
= 
= 
= 
= 
= 

effective 
fluid 
interface 
porous 
thermal 
condition at the wall 
local 
condition at infinity 

Introduction 
During the past decade there has been a renewed research 

interest in fluid flow and heat transfer through porous media 
due to its relevance in various applications such as drying 
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processes, thermal insulation, direct contact heat exchangers, 
heat pipes, filtration, etc. Comprehensive reviews of the ex
isting studies on these topics can be found in Cheng (1978) 
and Tien and Vafai (1989). 

An important problem related to convection through porous 
media is flow and heat transfer through composite porous 
systems. The convection phenomenon in these systems is usu
ally affected by the temperature and flow field interactions in 
the porous space and the open space. This type of composite 
system is encountered in many applications, such as some 
solidification problems, crude oil extraction, thermal insula
tion, and some geophysical systems. Due to the mathematical 
difficulties in simultaneously solving the coupled momentum 
equations for both porous and fluid regions, it is usually as
sumed that there is only one fluid-saturated porous region (i.e., 
there is no fluid region and interfacial surface) and the flow 
is through this infinitely extended uniform medium. Thus the 
interaction between the porous-saturated region and the fluid 
region did not form a part of most of these studies. In addition, 
most of the existing studies deal primarily with the mathe
matical formulations in the porous medium based on the use 
of Darcy's law, which neglects the effects of a solid boundary 
and inertial forces. These assumptions will easily break down 
since in most applications the porous medium is bounded and 
the fluid velocity is high. 

Inertial and boundary effects on forced convection along a 
flat plate embedded in a porous medium were studied by Vafai 
and Tien (1981, 1982), and Vafai et al. (1985). Among these 
studies Vafai and Tien (1981) treated a fluid-saturated porous 
medium as a continuum, integrated the momentum equation 
over a local control volume, and derived a volume-averaged 
momentum equation, which included the flow inertia as well 
as the boundary effects. There have been few investigations 
related to porous/fluid composite systems. Poulikakos (1986) 
presented a detailed numerical study of the buoyancy-driven 
flow instability for a fluid layer extending over a porous sub
strate in a cavity heated from the bottom. Another related 
problem is that of Poulikakos and Kazmierczak (1987). In that 
work a fully developed forced convection in a channel that is 
partially filled with a porous matrix was investigated and the 
existence of a critical thickness of the porous layer at which 
the value of Nusselt number reaches a minimum was dem
onstrated. Kaviany (1987), Beckermann and Viskanta (1987), 
and Nakayama et al. (1990) evoked the boundary layer ap
proximations and solved the generalized momentum equation 
presented by Vafai and Tien (1981) to investigate the same 
flow configuration. Vafai and Kim (1990) performed a nu
merical analysis of forced convection over a porous/fluid com
posite system, which consisted of a thin porous substrate 
attached to the surface of the flat plate. 

The primary objective of this study is to present an analytical 
solution for forced convection boundary layer flow and heat 
transfer through a composite porous/fluid system and thereby 
provide a comprehensive yet extremely fast alternative as well 
as a comparative base for numerical solutions addressing these 
type of interfacial transport. The details of the interaction 
phenomena occurring in the porous medium and the fluid layer 
are systematically analyzed, revealing the effects of various 
parameters governing the physics of the problem under con
sideration. The present analysis drastically reduces typical CPU 
times for the interfacial simulations presented by Vafai and 
Kim (1990). It should be noted that the configuration consid
ered in this work is quite generic and forms an important and 
fundamental geometry for a variety of applications. 

Theory 
The flow configuration and the coordinate system for this 

problem are shown in Fig. 1(A). In this study, we are assuming 
that the flow is steady, two dimensional, and that the boundary 
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porous medium x<0: u = u„, P=Pa (9) 

• L 

(a) 

J 2 

/'-"" [ 1 I 

3 

(b) 

Fig. 1 (a) Schematic diagram of the flow over an external boundary 
with an attached porous substrate; (fa) control volume for integral mo
mentum analysis of (1) porous boundary layer, (2) interfacial region be
tween the porous and fluid layers, and (3) the fluid boundary layer 

layer approximations hold (this was established by Vafai and 
Kim, 1990). The conservation equations, which include the 
boundary and inertial effects, in the porous region can then 
be written as (Vafai and Tien, 1981): 

duP dvP 

dxP dyP 

duP dvP 
Up—+vP—--

dXp oyP 

1 dPP 

P xP 

Vef! 

K uP-
Fe 2 d2uP 

Up+VM~dyJ 

(1) 

(2) 

(3) 
dTP 3Tp d2Ti 

Up i— + vP -— = aeff —— 
dxP dyP dyp 

where all the variables and parameters are defined in the no
menclature section. Note that variables u, v, and T a r e volume-
averaged quantities. Since at a sufficiently large distance from 
the wall the flow field is uniform, the free-stream axial pressure 
gradient in the porous region required for maintaining the x-
component interfacial velocity Uj can be expressed as 

p dxP 

!>eff Ft 2 dU[ 
' ~ Hi — — p : « / — Ui — 

K JK dxP 

Inserting Eq. (4) into Eq . (2), the momentum equation becomes 

dtip blip ceff 

oxp dyP K 

Ft 2 2 
Ui-UP)+—j= (Uj-Up) 

K 

d Up dui 

dyP dxP 
(5) 

In the fluid region, the conservation equations for mass, mo
mentum, and energy are 

"/ 
dUf 

dxf 

«/ 

duf 

dxf 

dUf 

dTf 

dxf 

dyf 

1 

P 

dyf 

--0 

dp; 

dX/ 

--Otf 

+ vf 

d2Tf 

by) 

d2uf 

dyj 

(6) 

(7) 

(8) 

The boundary conditions are 

x>0, y = 0: u = v = 0 

x>0, y^oo.- u = u„, P'-P^ 

(10) 

(11) 

This implies that the free-stream flow field is not affected by 
the presence of the porous media. This was found to be a very 
good assumption based on the analysis presented by Vafai and 
Kim (1990). The matching conditions at the interface of the 
porous/f luid system are 

u\ y = H~ -u\ 
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= k, 
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8T 

dy 

(12fl) 

(126) 

(12c) 

(12c?) 
y = H+ 

It should be noted that here we are not trying to resolve a 
philosophical and complex question with respect to the physical 
nature of the interface. In reality, a fluid-fluid or po rous -
fluid interface is more complicated than what has been modeled 
by investigators both in porous-f luid and fluid-fluid interface 
modeling. Here we have adopted the traditional mathematical 
idealization used for both fluid-fluid or porous-fluid inter
faces, i.e., representing the interface by a singular surface. 

Analysis 
An integral analysis is applied to three different regions: the 

porous boundary layer region, the fluid boundary layer within 
the porous substrate, and the fluid boundary layer outside of 
the porous substrate as shown in Fig. 1(b). 

Integral Momentum Equation for the Porous Boundary 
Layer. Following the Karman-Poh lhausen integral method, 
the parabolic velocity distribution is described as 

-=2?-(?V (13) 
«/ oP \8pJ 

where 5P is the thickness of the momen tum boundary layer in 
the porous region. After a lengthy analysis the integral mo
mentum equation in dimensionless form for the porous region 
is derived as 

3 - dr 
- SPr 

d8P rdc 

dxP 15 dxp 3ReLDaL 
-—ALr*8P + —T-

15 Re/,<5p 

(14) 

where 

_ x 8p 

' L' 

U] AT> uaL 
r-— and ReL = , 

Urn Veil 

"L2 A,= 
FLe 

' This_equation is subject to the following initial condition given 
by 5P(0) = 0, r(0) = 0. It should be noted that xf = xP. 
However, we have used separate notat ions for x} and xP for 
the sake of consistency. 

Integral Momentum Equation for the Fluid Boundary Layer 
Within the Porous Substrate. A lengthy integral analysis for 
the control volume 2 shown in Fig. 1(b) leads to the momentum 
integral equation for that region 
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where 77 is the shear stress in the porous/fluid interface and 
bP and 5/ are the thicknesses of porous and fluid momentum 
boundary layers, respectively. Assuming the following para
bolic velocity distribution for the fluid boundary layer: 

HL=r+(2:2r)yj.(l.r)(yJ)2
 ( 1 6 ) 

where the subscript/refers to fluid and r = U[/u„. Substituting 
Eq. (16) into Eq. (15) and replacing 77 by v/(dUf/dy/)7,=o> the 
derived integral momentum equation in dimensionless form 
becomes 
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+ (!-/•) 
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• / 
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(17) 

where 

* /= 5p = T : a n d / / = 
-^ # 

L ' 
ReL: 

This equation is subject to 8P(0) = 0, 5/(0) = 0, r(0) = 0. 

Integral Momentum Equation for the Fluid Boundary Layer 
Outside of the Porous Substrate. A similar procedure for the 
control volume 3 in Fig. \(b), which incorporates the inter-
facial boundary conditions, leads to the integral momentum 
equation for the interfacial region 

diif Ft I Uj\ 
vrr

I+vMu,(x)[H-8p{x)\+n=\ — \ (H-8P(x))=0 

(18) 

Substituting the velocity distributions for both porous and fluid 
boundary layers into Eq. (19) gives the dimensionless form of 
the integral momentum equation 

2(1- r )
+ ^ = ^ + ALr\H-8p)=0 (19) 

ReL5/ ReiDaL 

This equation is subject to 8P(0) = 0, 5/(0) = 0, r(0) = 0. 

Integral Energy Equation. Since only one thermal bound
ary layer was observed in the forced convection through the 
porous/fluid composite system under consideration (Vafai and 
Kim, 1991), in this study the control volume 1 in Fig. 1(b) is 
used to derive the integral energy equation, which depends on 
the relative values of 8P and 5/. Performing an energy balance 
over control volume 1 and using the following parabolic tem
perature distribution: 

T„-Tw 8t \8t 

the integral energy equation in dimensionless form is obtained 
after a very lengthy analysis for three different possible con
ditions as 

8p 8p X dr 
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Fig. 2 (a) Velocity and (£>) temperature distribution along the flat plate 
at three different locations, x = 0.2, 0.5, and 0.8, for Ret = 3 x 105, AL 
= 0.35, Dat = 8 x 10~6, Pr = 0.7 fce„/k, = 1, H/L = 0.02 

\(- dr_ d8, 
3 \ ' dx dx 

T 5t = 8P 
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3dP 
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g? \ dlt 
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68] 158p/dxP 

1 1 

"PreffReL5, 
5,<5P (21c) 

This equation is subject to 5P(0) = 0, 5/(0) = 0, r(0) = 0. 

(20) Discussion of Results and Conclusions 

The combinations of Eqs. (15), (17), (19), and (21) form a 
set of four nonlinear simultaneous ordinary differential equa
tions for the four unknowns 8P, 5/, 5,, and r. The fourth-order 
Runge-Kutta method is applied to solve these equations. 

As discussed earlier, the present analysis is extremely effec
tive and expedient in showing the physics of the interfacial 
transport. In what follows, the solutions obtained by integral 
analysis are examined and compared with the velocity and 
temperature distributions obtained by Vafai and Kim (1990). 
Figure 2 shows how the boundary layer thickness, the velocity 
and temperature distributions are affected by the presence of 
a porous matrix. The results in Fig. 2 are presented for Reyn
olds number of Re^ = 3 x 105, Darcy number DaL = 8 x 
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Fig. 3 Comparison of the integral solutions with numerical solutions 
for x-component interfacial velocity along the flat plate for AL = 0.35, 
Ret = 3 x 10s, Dat = 8 x 10 - 6 , H/L = 0.02 

10 6, inertial number AL = 0.35, Prandtl number Pr = 0.7, 
effective conductivity ratio kM/kf = 1, and the dimensionless 
thickness of the porous slab of 7f = 0.02. As expected, there 
are two distinct momentum boundary layers: one in the porous 
region and the other one in the fluid region. Inside the porous 
region as the transverse coordinate increases, the velocity pro
file is shown to increase from zero to a constant value, which 
is maintained until the outer boundary layer appears. Once it 
crosses the porous/fluid interface, it goes through a smooth 
transition and approaches a free-stream value in the fluid re
gion. 

As expected, the momentum boundary layers in the porous 
medium as well as in the fluid region grow in the streamwise 
direction. Consequently, the magnitude of the interfacial ve
locity decreases to adapt to this growth. Figure 2(b) shows the 
temperature distribution along the flat plate at three different 
locations. The values of the thickness of the thermal boundary 
layer obtained by integral method are larger than those ob
tained by numerical method. This is due to the approximate 
expressions used for the velocity and temperature profiles in 
the integral analysis. Figure 3 compares the results of the nu
merical method and the integral method in the streamwise 
direction for the interfacial velocity. The results show a re
markably good agreement between the integral analysis and 
the full numerical solution considering the complexity and the 
much larger CPU requirements for the numerical simulations. 
It should be noted that the type of agreements found in Figs. 
2(a), 2(b), and 3 are typical for a wide range of pertinent 
parameters but are not presented here for the sake of brevity. 

The configuration considered in this work is quite generic 
and forms an important and fundamental geometry for a va
riety of applications. The results given in this work present a 
comprehensive yet easy comparative base for numerical so
lutions addressing this type of interfacial transport. The present 
analysis provides a rather accurate simulation of the interfacial 
transport while drastically reducing previously reported com
putational times by Vafai and Kim (1990) for this type of 
simulations. 
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Perturbation Solution for Laminar 
Convective Heat Transfer in a Helix 
Pipe 

G. Yang1 and M. A. Ebadian1'2 

Introduction 
Coiled pipes are used extensively in many industries. A gen

eral study of flow and heat transfer in the toroidal pipe (the 
coiled pipe with negligible pitch) has been reviewed by Berger 
et al. (1983) and Shah and Joshi (1987). It has long been 
recognized that the pitch of the coiled pipe will create an 
additional rotational force known as torsion. In a coiled pipe 
with considerable pitch, torsion will distort the symmetric loops 
of the secondary flow and twist the axial velocity contours 
(Wang, 1981; Germano, 1989; Kao, 1987; Tuttle, 1990). To 
distinguish, coiled pipes with a substantial pitch are defined 
as helicoidal pipes. Although numerous studies have been con
ducted on the toroidal pipe, a literature survey indicates that 
only a few papers have been published to study convection 
heat transfer in the helicoidal pipe (Manlapaz and Churchill, 
1981; Futagami and Aoyama, 1988. In these papers, the overall 
heat transfer behavior has been studied by simplifying the 
governing equations. However, none have discussed the effects 
of torsion on the temperature distribution and peripheral heat 
transfer rate in the helicoidal pipe, which is very important 
information for the effective design of the compact heat ex
changer and combustor. The purpose of this note is to sum
marize the analytical results of both thermally and 
hydrodynamically fully developed convective heat transfer in 
a helicoidal pipe subject to the (Hj) boundary condition. 
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crosses the porous/fluid interface, it goes through a smooth 
transition and approaches a free-stream value in the fluid re
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the full numerical solution considering the complexity and the 
much larger CPU requirements for the numerical simulations. 
It should be noted that the type of agreements found in Figs. 
2(a), 2(b), and 3 are typical for a wide range of pertinent 
parameters but are not presented here for the sake of brevity. 

The configuration considered in this work is quite generic 
and forms an important and fundamental geometry for a va
riety of applications. The results given in this work present a 
comprehensive yet easy comparative base for numerical so
lutions addressing this type of interfacial transport. The present 
analysis provides a rather accurate simulation of the interfacial 
transport while drastically reducing previously reported com
putational times by Vafai and Kim (1990) for this type of 
simulations. 
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recognized that the pitch of the coiled pipe will create an 
additional rotational force known as torsion. In a coiled pipe 
with considerable pitch, torsion will distort the symmetric loops 
of the secondary flow and twist the axial velocity contours 
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as helicoidal pipes. Although numerous studies have been con
ducted on the toroidal pipe, a literature survey indicates that 
only a few papers have been published to study convection 
heat transfer in the helicoidal pipe (Manlapaz and Churchill, 
1981; Futagami and Aoyama, 1988. In these papers, the overall 
heat transfer behavior has been studied by simplifying the 
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Fig. 1 Schematic representation of a helicoidal pipe 

where e and X represent the dimensionless curvature and tor
sion, respectively; p is the pressure of the fluid; and Pr is the 
Prandtl number, where 

Q = eo> I u sin 8 - v cos 0 - X 
dw 

30 

idw ( a« 

dw ( „ , 3i 
7 = —- + eoi I w cos 0 - X — dr 30 

3« « 1 dv 
i7 = — + -3/- /• 30 

(6) 

(7) 

(8) 

(9) 

Equations (l)-(5) are assumed hydrodynamically and ther
mally fully developed; therefore, u, v, w, are functions of r 
and 0 only. The dimensionless parameters in Eqs. (1) through 
(5) are defined by: 

K K w w w 

Analysis 
The geometry and coordinate system under consideration 

are shown in Fig. 1. In this figure, D and b represent the 
diameter and the pitch of the helix, respectively, and R is the 
radius of the circular pipe, s*, r*, and 0 are the coordinates 
in the axial, radial, and tangential directions, respectively, u, 
v, and w represent the radial, tangential, and axial velocities, 
respectively, and T represents the fluid temperature. The di
mensionless governing equations for fully developed laminar 
flow and convective heat transfer can be expressed as: 

1 du 1 d(rv) 

r dd r or 
(1) 

u du v d(ru) 

7 30+7 dr 
_2_ 

Re ' r 30 

u 1 du d2u 1 dv 1 d2v 

' r2 r dr dr2 r2 dd~ r drdd 

60) I rj COS 6 - X 
I 2 • 0 U 

+ eco \w sin 0 + Xw-
30 

(2) 

dv u dv 
V dr r dd' 

_2_ 

Re 

- eoi 11] sin 

drr2 

' • *S 

1 d2v l_du 

'r2 dd' 

1 d2u 

r dddr 

w cos 0 - X • 
dv 

90 
(3) 

dw u dw 2 
V dr r 30 ~ Re 

d2w eo> . 
+ —T + — sin 

3r r 

4co + - toi cos 0 
3M> 

Yr 

du dw 1 32w 2 2 . / i d 1 1- —5 —r — e 03 w— eX I ICJ 
30 V 302 Vr30 I 30 

3 / dv 
+Tr(aae 

oi dv 

"t-dl 
wQ (4) 

udT 3T_2Re 

r dd + V dr~ P r 

1 3 2 r 32T 1_37! 

/•2 302 + 3/-2 + /- 3r 

'1 dT „ 3T 
Xeu | - — sin 0 - —- cos 

,/• 90 3/-

p 2D-R 2w -R v 
= t , e = T-T-5. R e = • P r = " 
" " ^ /R D2+(-^ " " 

T=- "T. w 
fl2 / rfp 

4i?3w2tfrfc %pv \ ds I 1 - e c o s 
2 , * 

(10) 

X = — , D e = Re2g. 
•KD 

In Eq. (10), the value with a superscript (*) indicates the 
dimensional value, w is the average velocity in the axial di
rection, De is the Dean number, and Re represents the Reynolds 
number. Therefore, 

* l rr * * * * 
Tb = _x l 1 w T r dr 

•KW •><) Jo 

dd. (ID 

For fully developed flow and an (Hj) thermal boundary 

condition, the boundary conditions for Eqs. (l)-(5) will be: 

w(0, l) = t;(0, l) = w(0, l ) = r ( 0 , l) = 0. (12) 

Solution Procedure 
For the helicoidal pipe with a small curvature, it is natural 

to choose curvature, e, as the perturbation parameter. The 
unknown variables, u, v, w,p, and T, can be written in general 
form: 

) + £0! + e 4>2 + . (13) 

In this study, only the first three terms will be considered. 
By substituting Eq. (13) into Eqs. (l)-(5) and collecting the 
terms with the same order of e, one can obtain three sets of 
partial differential equations. 

The continuity and momentum equations, Eqs. (l)-(4), can 
be solved independently of the energy equation, Eq. (5). A 
detailed explanation for the terms of uh vh and w,- can be found 
in the reference given by Ebadian (1993). 

2 1 ,2^ T) 8T 
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(5) Temperature Distribution 
By subs t i tu t ing t he t e rm s w0, u\, vit wu u2, v2, a n d w2 f r om 
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Ebadian (1993) into each order of the energy equations and 
solving these equations sequentially, one can obtain the zero, 
first, and second-order temperature distributions. Thus, 

To 
Pr 

'32 Re 
(r4-4r2 + 3) (14a) 

Tx = PrRe J ( T . ^ ' - ' + Pr'Re J j (T^r*-

Pr 

^E^-2 '- ' cos 6 (14b) 

Tz=T20(r, Pr, Re)+ Tc2(r, Pr, Re)cos 20 

+ 7;,(/-, Pr, Re)X sin 61 (14c) 

In Eq. (14b), (Tj)/ represents the coefficients in each term. 
Equation (14c) shows that the second-order solution includes 
three parts: the terms related to r only, T20; the terms related 
to both r and cos 26, Tc2; and the terms related to both r and 
sin 6, Tsl. The T20, Tc2, and Tsl have 48, 43, and 33 terms, 
respectively (cf. Ebadian, 1993). 

Equation (14a) indicates that T0, the temperature distribu
tion in a straight pipe, is a function of r only. That is, the 
isothermal line of T0 will be a set of concentric circles. Equation 
(146) shows that T\ is a function of both r and 6. However, 
since only the cos 6 term appears in Eq. (146), T, is symmetric 
to the centerline, which is connected to the innermost and 
outermost points. It can also be observed from Ebadian (1993) 
that 7̂  has a positive value in the semicircle near the outer 
wall and a negative value near the inner wall. Equation (14c) 
indicates that T2 has three parts. The first two parts, T20 and 
Tc2, are symmetric to the centerline between the inner and outer 
walls, while the third part, 7^, is not. The series of Eqs. (14a), 
(146), (14c) also indicate that the torsion effect appears only 
in the T2 solution and links to the asymmetric terms of 7^ 
sin 6. If specifying X equal to zero, Eq. (14) will reduce to a 
symmetric solution, which corresponds to the solution of the 
toroidal pipe. By combining T0, Tu and T2, one can obtain 
the typical temperature distribution in a helicoidal pipe. It can 
be further observed from Ebadian (1993) that the high-tem
perature contours are not only pushed toward the outer wall, 
but also twisted. 

^437 Pr3 Re2 79 Pr2 Re2 17 Pr Re2 

+ ' 371589120 + 61931520 + 7741440 

Pr2 17 Pr 

3072 7680 
X sin 6 (16) 

Equation (16) indicates that the torsion contribution on the 
peripheral Nusselt number is through the sin 6 terms only. 
Figure 2 shows that the peripheral Nusselt number changes 
with torsion, X. -In this figure, 0 deg and 360 deg represent the 
innermost point of the wall, while 180 deg indicates the out
ermost point of the wall. The curve of X = 0 indicates the 
peripheral Nusselt number distributions in a toroidal pipe. In 
Fig. 2(a), parameters of Re =15, P r= 10, and e = 0.1 have been 
applied. The figure indicates that the Nusselt number is lower 
in the inner wall region and higher in the outer wall region. 
When X = 0, Nu is symmetric to the curvature centerline. As 
X increases, the peak and the valley of the curve move to one 
side and Nu is no longer symmetric to the centerline. Increasing 
X not only causes the peak Nusselt number to deviate from 
the centerline, but it also slightly increases the peak values. In 
Fig. 2(6), the Prandtl number and e retain the same values as 
those in Fig. 2(a); only the Reynolds number is reduced from 
15 to 10. However, this figure shows a totally different Nusselt 
number distribution from that in Fig. 2(a). That is, the pe
ripheral Nusselt number has a lower value in the outer wall 
region and a higher value in the inner wall region. 

The Nusselt number behavior changes in Fig. 2 can be ex
plained by analyzing Eq. (16). Equation (16) can be divided 
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Fig. 2 Effect of torsion on the peripheral Nusselt number 
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into three parts: the terms not related to e, the terms related 
to e, and the terms related to e2, which reflect the contributions 
of T0, T\, and T2, respectively. The contribution of T0 to the 
Nusselt number is to provide a uniform Nusselt number along 
the periphery. Since the second part of Eq. (16) is one order 
of magnitude larger than the third part, the wave shape of the 
periphery is mainly determined by the Tx contribution through 
cos 8. By rearranging the coefficient of cos 6 and setting it 
equal to zero, one gets: 
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which is plotted as Fig. 3. In Fig. 3, in the region above the 
curve, the highest Nusselt number will appear in the outer wall 
region, while beneath this curve, the highest Nusselt number 
will appear in the inner wall region. It is easy to verify the 
behavior of the peripheral Nusselt distributions in Figs. 2(a) 
and 2(b), since they belong to different regions in Fig. 3. Figure 
3 also indicates that the phenomenon in Fig. 2(b) can only 
occur in the case of a small Reynolds number. Physically, this 
phenomenon reflects that the thermal conduction surpassing 
thermal convection becomes the dominant heat transfer mech
anism. As a result, a high temperature gradient is established 
near the inner wall region. 

By integrating Eq. (16) along the periphery of the pipe, one 
can obtain the average Nusselt number Nu for fully developed 
flow in a helicoidal pipe: 

Nu __L f2'i_ 
2ir J„ Th 

dT 

dr 
dd =-, 

Pr 

8 Re + e* -
1541PrRe3 

Table 1 

Re 

10 

50 

30 

30 

6 

0.05 
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Janssen and Hoogendoorn (1978) have correlated their test 
results for the toroidal pipe. The curvature ratio was changed 
from 0.01 to 0.083. An aqueous solution of glycerol and other 

29Pr2Re UPrRe Pr 
- + : 33443020800 1105920 138240 384 Re 

(18) 

Equation (18) indicates that the average Nusselt number change 
due to curvature is contributed mainly by the T20 terms. The 
contributions of other terms (Tit TsU and Tc2) on the Nu are 
through the bulk temperature, Tb. This is easily understood 
since the terms, Tx, TsU and Tc2, are trigonometric functions, 
and integration along the periphery will be zero. Table 1 shows 
a comparison between the present study and some previous 
studies on the Nusselt number. The analytical solution of Ozi-
sjk and Topakoglu (1968) is based on: 

oils (Pr from 27 to 440) have been used in their experimental 
study. For De<20, they express the correlation equation as: 

Nu=1 .7e 1 / 3 Re 2 / 3 Pr L 27<Pr<440. (19c) 

Nu = 
48 

11 1 -
De2Pr 
1303 

(19a) 

It can be seen that Eq. (19a) is only valid in a small De Pr 
region. For example, in the case of Re = 50, 6 = 0.01 and 
Pr = 5.0, the Nusselt number jumps to 54.753, since De2 Pr / 
1303 is closer to 1. The correlation equation suggested by 
Manlapaz and Churchill (1981) is: 

Table 1 indicates in the case of small Pr number (Pr = 0.7 
and 5.0) the present solution is closer to the prediction by Eq. 
(19a), and in the case of Pr = 50 the present solution is closer 
to the prediction by Eq. (19c). Our prediction is always lower 
than the prediction by Eq. (19b) in all cases. 

Figure 4 shows the Nu/Nu s changes with the_curvature and 
torsion at different Reynolds number, where Nu, is the Nusselt 
number in a straight pipe. Pr = 5 and Nu5 = 4.3636 have been 
used in the calculation. Figure 4 indicates that the Nusselt 
number increases as the curvature increases in each Reynolds 
number. However, torsion can only slightly reduce the Nusselt 
number in cases of a small Reynolds number. In the case of 
Re = 50, for example, the Nusselt number can be reduced by 
around 1 percent. When Re> 150, the torsion effect is difficult 
to observe. 
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Transient Response of Crossflow Heat 
Exchangers With Zero Core Thermal 
Capacitance 

F. E. Romie1 

Steady-state behavior has been established for many years 
for the three basic single-pass heat exchanger configurations; 
counterflow, parallel flow, and crossflow with neither fluid 
mixed. However, only relatively recently have analyses been 
published on the transient response of these exchangers to 
variations of fluid inlet temperatures. Such transient responses 
have importance for system control purposes and have interest 
to the designer with respect to thermal stress analysis. The 
purpose of this note is to give the transient response of cross-
flow exchangers for which the thermal capacitance of the core 
is negligible compared to the thermal capacitances of the fluids 
contained in the exchanger. 

An analytic solution for crossflow exchangers has been given 
by Spiga and Spiga (1988, 1992) for the more general case for 
which the ratios, Va and Vb, of the thermal capacitances of 
the contained fluids to the core thermal capacitance are finite. 
For this note these ratios are infinite and the solution given 
can be regarded as a limiting case of the Spiga and Spiga 
solution. The advantage of the limiting case, under conditions 
appropriate to its use, is the simplicity of the solution and ease 
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of numerical evaluation. Conditions appropriate to its use are 
examined in a following section. 

The times, ta and tb, for fluid particles to flow through the 
exchanger assume special importance when the core capaci
tance is zero. These times, equivalently, are the times required 
for the resident fluids to be replaced by the incoming fluids 
and can be regarded as the times for information to be trans
mitted from one end of the exchanger to the other. For parallel 
flow and crossflow exchangers, the time for the exchanger to 
attain a new steady-state condition following a step change of 
either or both fluid inlet temperatures is expressible in terms 
of ta and tb when the core capacitance is zero. For parallel 
flow exchangers this time is the larger of ta and tb, as has been 
shown by Li (1986). For crossflow exchangers, as will be shown, 
this time is ta + tb. In this note /' denotes time and the di-
mensionless time variable, t, is chosen to be t' / (ta + tb), which 
will vary from zero to unity at completion of the transient. 

Differential Equations 
The exchanger analyzed is defined by the following ideali

zations: (1) The fluid capacitance rates, (wc)a and (wc)b, and 
the overall conductance, UA, for transfer of heat between the 
two fluids are uniform and constant. Any resistance to heat 
flow through the walls separating the fluids and any fouling 
resistances are included in UA. (2) No heat is conducted in the 
direction of fluid flow. (3) The fluids are unmixed in the ex
changer. (4) The exchanger shell or casing is insulated from 
the fluids and does not influence their temperatures. (5) All 
fluid particles flow with velocities ua or ub\ slug flow is used 
in the transient analysis. (6) The core thermal capacitance is 
negligible compared to the thermal capacitances of the con
tained fluids and is treated as zero. 

The distance from the fluid a entrance plane is x' and the 
flow length is L„\ similarly, the distance from the fluid b en
trance plane is y' and the flow length is Lb. The mean flow 
velocities are ua and ub and the transit times are ta = La/ua 
and tb = Lb/ub. One can now define three variables, x = x' / 
La, y = y /Lb, t = t'/(ta + tb) and three parameters, N = 
UA/(wc)a, C = (wc)a/(wc)b andP = ta/(ta + tb). Energy 
balances using the preceding idealizations and definitions give 
two equations: 

N(Tb-Ta)=P^ + ̂  (1) 

To simplify notation, M = CN and Q = 1 - P. 
The fluid temperatures, Ta(x, y, t) and Tb(x, y, t) will be 

found with the following conditions: Initial temperatures are 
zero, Ta(x, y, 0) = Tb(x, y, 0) = 0, the uniform inlet tem
perature of fluid b is zero, Tb(x, 0, t) = 0 and the uniform 
inlet temperature of fluid a is a unit step function, Ta(0, y, t) 
= U(t). 

Defining the ratio R = (hA)b/(hA)a of the conductances 
for transfer of heat between the fluids and wall permits com
puting the local wall temperature. (These conductances include 
any fouling resistances on the surfaces.) 

Tw(x,y, t) = [Ta(x,y, t)+RTb(x,y, t)]/(l+R) (3) 
If the thermal resistance of the wall is not zero then Tw is the 
wall temperature at a fractional distance R/(\ + R) through 
the wall from the fluid a surface. The local wall temperature, 
being simply a weighted average of the local fluid temperatures, 
will not be considered further. 

Functions Used 
The Anzelius (1926)-Schumann (1929) functions, F0(u, v) 
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for the three basic single-pass heat exchanger configurations; 
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published on the transient response of these exchangers to 
variations of fluid inlet temperatures. Such transient responses 
have importance for system control purposes and have interest 
to the designer with respect to thermal stress analysis. The 
purpose of this note is to give the transient response of cross-
flow exchangers for which the thermal capacitance of the core 
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of numerical evaluation. Conditions appropriate to its use are 
examined in a following section. 

The times, ta and tb, for fluid particles to flow through the 
exchanger assume special importance when the core capaci
tance is zero. These times, equivalently, are the times required 
for the resident fluids to be replaced by the incoming fluids 
and can be regarded as the times for information to be trans
mitted from one end of the exchanger to the other. For parallel 
flow and crossflow exchangers, the time for the exchanger to 
attain a new steady-state condition following a step change of 
either or both fluid inlet temperatures is expressible in terms 
of ta and tb when the core capacitance is zero. For parallel 
flow exchangers this time is the larger of ta and tb, as has been 
shown by Li (1986). For crossflow exchangers, as will be shown, 
this time is ta + tb. In this note /' denotes time and the di-
mensionless time variable, t, is chosen to be t' / (ta + tb), which 
will vary from zero to unity at completion of the transient. 

Differential Equations 
The exchanger analyzed is defined by the following ideali

zations: (1) The fluid capacitance rates, (wc)a and (wc)b, and 
the overall conductance, UA, for transfer of heat between the 
two fluids are uniform and constant. Any resistance to heat 
flow through the walls separating the fluids and any fouling 
resistances are included in UA. (2) No heat is conducted in the 
direction of fluid flow. (3) The fluids are unmixed in the ex
changer. (4) The exchanger shell or casing is insulated from 
the fluids and does not influence their temperatures. (5) All 
fluid particles flow with velocities ua or ub\ slug flow is used 
in the transient analysis. (6) The core thermal capacitance is 
negligible compared to the thermal capacitances of the con
tained fluids and is treated as zero. 

The distance from the fluid a entrance plane is x' and the 
flow length is L„\ similarly, the distance from the fluid b en
trance plane is y' and the flow length is Lb. The mean flow 
velocities are ua and ub and the transit times are ta = La/ua 
and tb = Lb/ub. One can now define three variables, x = x' / 
La, y = y /Lb, t = t'/(ta + tb) and three parameters, N = 
UA/(wc)a, C = (wc)a/(wc)b andP = ta/(ta + tb). Energy 
balances using the preceding idealizations and definitions give 
two equations: 

N(Tb-Ta)=P^ + ̂  (1) 

To simplify notation, M = CN and Q = 1 - P. 
The fluid temperatures, Ta(x, y, t) and Tb(x, y, t) will be 

found with the following conditions: Initial temperatures are 
zero, Ta(x, y, 0) = Tb(x, y, 0) = 0, the uniform inlet tem
perature of fluid b is zero, Tb(x, 0, t) = 0 and the uniform 
inlet temperature of fluid a is a unit step function, Ta(0, y, t) 
= U(t). 

Defining the ratio R = (hA)b/(hA)a of the conductances 
for transfer of heat between the fluids and wall permits com
puting the local wall temperature. (These conductances include 
any fouling resistances on the surfaces.) 

Tw(x,y, t) = [Ta(x,y, t)+RTb(x,y, t)]/(l+R) (3) 
If the thermal resistance of the wall is not zero then Tw is the 
wall temperature at a fractional distance R/(\ + R) through 
the wall from the fluid a surface. The local wall temperature, 
being simply a weighted average of the local fluid temperatures, 
will not be considered further. 
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The Anzelius (1926)-Schumann (1929) functions, F0(u, v) 
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and G0(u, v) and their extensions, are used to express the 
solution to the preceding equations. Three basic functions are: 

F-i(u, v) = dF°[U' V) = e x p ( - u - v) (u/v)i/2It(IsTuv) (4) 
ov 

dG0(u, v) i— 
G_l(u,v)= = exp(-u-v)I0(2-\Juv) (5) 

ov 

G0(u, v) = I G_i(u, v')dv' 
Jo 

exp 

£ " 

•uq 

q+\ 

q+\ 
= G - i ( M , V) (18) 

Using these transform pairs and general properties of the La
place transform gives 

T„(x,y, s)=-e~ 
s 

e-
xN+\ Me-y'QsF_l(xN,y'M)dy' 

00 /v\r/1 

= exp(-«-t;) 2 ("J £(2Vw) (6) 

The Ir are modified Bessel functions of the first kind rth 
order and u and v are positive. Series expansions of these three 
functions are given by Romie (1987); this paper is also the 
source of two recurrence equations used to evaluate F0 and F, 
in terms of F_u G^u and G0: 

F0(u,v)=G0(u,v)+G_](u,v) (7) 

Tb(x,y,s)=-e~ 
s 

(19) 

Me-y'QsG-l(xN,y'M)dy' (20) 

Inversion of these two equations with respect to s — t and 
using Eqs. (6) and (9) for the integrations gives the sought 
responses: 

Tl(x, y, t) = U(t-xP)F0(xN, y*M) (21) 

Fi(u, v)= F0(u, v')dv' 
Jo 

= {v-u)G0(u, v) + v(F_x(u, D ) + G _ I ( W , V)) 

(8) 

Two additional integrals used in the following derivation 
are: 

Ti(x, y, t) = U(t-xP)G0(xN, y*M) (22) 

Here y* = min (y, (t - xP)/Q) and the superscript 1 has 
been added to emphasize that these are responses to a unit 
step change of the fluid a entrance temperature. _ 

For many purposes the area-mean exit temperatures, Ta(t) 
and Tb(t), are of special interest: 

T„{t)=\ T„(\,y,t)dy 
Jo 

F_\(u, v )dv =F0(u, v)-e " 

G0(u', v 
Jo 

)du' = v-F\(u, v) 

(9) 

(10) 

Tb(t)-. [ Tb(x, 1, t)dx 

Thus, for the unit step excitation, 

Solution of Equations 

The threefold Laplace transforms Ta(p, q, s) ( = f„) and 
Tb(p, q, s) ( = fb) of Ta(x, y, t) and Tb(x, y, t) are found 
using x — p, y — q, and t — .?. Equations (1) and (2) then 
give 

N(fb-Ta)=PsTa+pTa-l/(qs) (11) 

M(fa-fb) = Qsfb + qTb (12) 

These two equations are solved for Ta(p, q, s) and Tb(p, 
q, s) and the solutions are put in a form to facilitate inversion 
with respect to p: 

Ta(p, q,s)-

M. 

sq 
p + Ps + 

N(q + Qs) 
q + M+ Qs 

(23) 

(24) 

Tl(t) = U(t-P) \ F0(N,y*M)dy (25) 

with/* = min (y, (t - P)/Q), (x = 1) and 

T\(t)=\ G0(xN,y*M)dx (26) 

with x* = min (1, t/P) and y* = min (1, (t - Px)/Q), (y 
= 1). 

When t = 1 or greater these equations can be integrated 
using Eqs. (8) and (10) to give the steady-state area-mean exit 
temperatures. 

(27) 

(28) 

_ T[
a(l)=Fl(N,M)/M 

fl
b(l)=[M-F1(N,M)]/N 

Tb(p,q,s)=—[q + M+QsY 
sq 

p + Ps + 
N(q + Qs) 

(q + M+Qs) 

Inversion with respect to p — x gives 

(13) Also Eqs. (21) and (22) give T\(x, y, 1) = F„(xN, yM) and 
T\(x, y, 1) = G0{xN, yM). These four steady-state solutions 
are attained irrespective of the values of Va and Vb. However, 
if Va and Vb are not infinite, then steady-state conditions are 
attained when t' > ta + tb. 

When the inlet temperature of fluid a is an arbitrary function 
of time, Ta (0,y, t) = <j>(t), the temperatures can be calculated 
using the usual methods of linear analysis: 

(14) 

1 
Ta(x, q, s)=— e 

sq exp 

Tb(x, q,s)--
Me-

exp 

-xN(q+Qs) 

q + M+Qs 

" -xN(q + Qs) 

q + M+Qs 

(15) 

(16) 

r Ta(x,y,t)=\ G(t-t')Pa(x,y,t')dt' (29) 

(30) 

sq(q + M+Qs) 

Inversion of these two equations with respect to q — y uses 
two Laplace transform pairs (Romie, 1987): 

£ " exp 
uq 

"qTl 
(«, v) (17) 

Ta(t)= G(t-t')TUt')dt' 

Here a = a or b and G{t) = dfy/dt. 

Results and Discussion 

Figure 1 shows the area-mean exit temperatures for N = 2, 
C = 0.75 and P = 1/3, 1/2, and 2/3. The fluid b temperature 
response is seen to be effectively independent of P. The fluid 
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Fig. 2 Area-mean exit temperatures for fluid a and fluid D (narrow lines). 
Continuous lines are for zero core capacitance, broken lines for finite 
core capacitance. 

a response exhibits a step when t = P and thus t' = ta. The 
first cross-sectional fluid a lamina that enters at time zero with 
a temperature of unity sees fluid b at zero temperature. (The 
wall is "transparent" when its thermal capacitance is zero.) 
This lamina therefore has a temperature of exp(-AOc). When 
it reaches its exit plane {x - 1) at time /„ its temperature is 
exp(-N), which is the magnitude of the jumps seen in Fig. 1. 

In order to compare solutions with zero core capacitance 
with solutions with finite core capacitance, two additional pa
rameters, R and Va, must be specified. If the values of C and 
P are specified, then, using parameter definitions, Vb = Va{\/ 
P - \)/C. Figure 2 gives a comparison of the Spiga and Spiga 
solution with the solution of this note. The comparison uses 
V„ = 6 and 3 with N = 2, C = 0.75, R = 1, and P = 0.5. 
It can be observed that at t - 1 (t' = ta + tb) the transient 
is effectively completed with Va = 6 and almost completed 
with Va = 3. With finite core capacitance, the first fluid a 
cross-sectional lamina sees the wall at zero temperature during 
its transit of the exchanger and its temperature is therefore 
exp(-AU) in which Na = 7V(1 + R)/R. The jump at / ' = 
ta is exp(-Na), which, for Fig. 2, is 0.018. 

The solution with zero core capacitance is much easier and 
faster to compute than the Spiga and Spiga solution. It is 
therefore of interest to estimate the upper range of Va or Vb 

that is reasonable for an exchanger. Suppose that fluid a flows 
inside tubes. Then for thin wall tubes Va - £>y/(4A) in which 
D and A are the tube diameter and wall thickness and v is the 
ratio of the volummetric heat capacities of the fluid and tube 
materials. This ratio has the exceptionally large value of 1.7 
for water and aluminum. Using this material combination gives 
Va — 0.4D/A. Thus an aluminum tube with 25 mm diameter 
and 1 mm wall thickness gives Va = 10. The parameters Va 
and Vb can, of course, vary over a wide range, but this illus
tration indicates that the simplicity of the zero core capacitance 
solution can sometimes be enjoyed with acceptable accuracy. 
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= fluid thermal conductivity, W/m-K 
= exponent in the mixed convection correlations 
= Nusselt number = hx/k 
= Nusselt number based on average heat transfer 

coefficient =hx/k 
= Prandtl number = v/a 
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= streamwise velocity component, m/s 
= streamwise coordinate from the leading edge, m 

1 Department of Mechanical Engineering, Norwich University, Northfield, VT 
05663; Mem. ASME. 

2Westinghouse Savannah River Company, Aiken, SC 29808; Mem. ASME. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
June 1993; revision received January 1994. Keywords: Mixed Convection. As
sociate Technical Editor: Y. Jaiuria. 

Journal of Heat Transfer AUGUST 1994, Vol. 116/777 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



8 1.0 

Fig. 1 Area-mean 

.8 

.6h 

.4 .6 

t7 (t8 +tb ) 
exit temperatures for fluid aand fluid b(narrow lines) 

i I —i r i 

IN c , L- . / • , r . u 
' R= 1 , V8 = 6 , (Vb = 8 ) 

R= 1 , V„ = 3 , (V„ = 4 ) 

-

,^f^\ i i i 

1/ 
i 

i i i 

^-~~~r::r~~^~~~ 

.2 .4 .6 
t / (t0 +tb ) 

1.0 

Fig. 2 Area-mean exit temperatures for fluid a and fluid D (narrow lines). 
Continuous lines are for zero core capacitance, broken lines for finite 
core capacitance. 

a response exhibits a step when t = P and thus t' = ta. The 
first cross-sectional fluid a lamina that enters at time zero with 
a temperature of unity sees fluid b at zero temperature. (The 
wall is "transparent" when its thermal capacitance is zero.) 
This lamina therefore has a temperature of exp(-AOc). When 
it reaches its exit plane {x - 1) at time /„ its temperature is 
exp(-N), which is the magnitude of the jumps seen in Fig. 1. 

In order to compare solutions with zero core capacitance 
with solutions with finite core capacitance, two additional pa
rameters, R and Va, must be specified. If the values of C and 
P are specified, then, using parameter definitions, Vb = Va{\/ 
P - \)/C. Figure 2 gives a comparison of the Spiga and Spiga 
solution with the solution of this note. The comparison uses 
V„ = 6 and 3 with N = 2, C = 0.75, R = 1, and P = 0.5. 
It can be observed that at t - 1 (t' = ta + tb) the transient 
is effectively completed with Va = 6 and almost completed 
with Va = 3. With finite core capacitance, the first fluid a 
cross-sectional lamina sees the wall at zero temperature during 
its transit of the exchanger and its temperature is therefore 
exp(-AU) in which Na = 7V(1 + R)/R. The jump at / ' = 
ta is exp(-Na), which, for Fig. 2, is 0.018. 

The solution with zero core capacitance is much easier and 
faster to compute than the Spiga and Spiga solution. It is 
therefore of interest to estimate the upper range of Va or Vb 

that is reasonable for an exchanger. Suppose that fluid a flows 
inside tubes. Then for thin wall tubes Va - £>y/(4A) in which 
D and A are the tube diameter and wall thickness and v is the 
ratio of the volummetric heat capacities of the fluid and tube 
materials. This ratio has the exceptionally large value of 1.7 
for water and aluminum. Using this material combination gives 
Va — 0.4D/A. Thus an aluminum tube with 25 mm diameter 
and 1 mm wall thickness gives Va = 10. The parameters Va 
and Vb can, of course, vary over a wide range, but this illus
tration indicates that the simplicity of the zero core capacitance 
solution can sometimes be enjoyed with acceptable accuracy. 
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= surface-averaged heat transfer coefficient, W/m2 
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= fluid thermal conductivity, W/m-K 
= exponent in the mixed convection correlations 
= Nusselt number = hx/k 
= Nusselt number based on average heat transfer 

coefficient =hx/k 
= Prandtl number = v/a 
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y = coordinate normal to the surface, m 
a = final thermal diffusivity, m 2 / s 
13 = coefficient of thermal expansion, K~' 
jit = absolute viscosity, N - s / m 2 

v = kinematic viscosity, m 2 / s 
£ = mixed convection parameter = G r / R e 2 

T = local shear stress, N / m 2 

T = surface-averaged shear stress, N / m 2 

Subscripts 

/ = forced convection 
m = mixed convection 
n = natural convection 
o = conditions at the surface 
x = local value 

oo = free-stream fluid conditions 

Introduction 
This note focuses on the transport in aiding laminar mixed 

convection flow adjacent to a vertical isothermal surface. The 
direction of forced flow is taken to be upward for the heated 
surface. This situation causes the flow to be predominantly 
forced at the leading edge, primarily natural far downstream, 
and mixed in the middle. In the intermediate region of mixed 
convection Merkin (1969) reported a finite difference solution 
for Pr = 1. Acrivos (1966) outlined a method to analyze mixed 
convection based upon the limiting solutions for Pr-»0 and 
Pr— oo. A local similarity method was employed by Lloyd and 
Sparrow (1970) to determine the buoyancy effects on a basic 
forced convection flow. This method facilitated results for 
relatively large values of Gr/Re2 in the range 0.003 < Pr < 100. 
However, the method was shown to be inapplicable for a free 
convection dominated mixed flow. An implicit difference 
scheme was employed by Oosthuizen and Hart (1973) to ana
lyze the entire mixed convection regime over a vertical surface. 
Based upon these analyses Wilks (1976) proposed a heat trans
fer correlation. This correlation does not accurately predict 
the natural and forced convection limits. Raju et al. (1984) 
produced a numerical analysis of the entire mixed convection 
spectrum, culminating in a correlation that is very simple, but 
is, by their own admission, of limited (20 percent) accuracy. 

Experimental investigations of mixed convection over a ver
tical surface in air are reported by Kliegel (1959), Oosthuizen 
and Bassey (1973), Gryzagoridis (1975), and Ramachandran 
et al. (1985). 

Although an extensive effort is evidenced in the above-men
tioned literature, various aspects of mixed convection from a 
vertical surface are either missing or not reported in an easy-
to-use form. This note unifies available results and suggests 
correlations for local and average heat transfer rates, and for 
local and average shear stress over the entire spectrum of mixed 
convection, and for a wide range of Prandtl numbers. Addi
tionally, the limits between natural, mixed, and forced con
vection are defined and mapped. 

Development of the Transport Relations 

Any transport correlation describing the entire mixed con
vection spectrum must accurately predict the forced convection 
regime as Gr/Re2 approaches zero, and the natural convection 
regime as Gr/Re2 approaches infinity. Furthermore, the 
asymptotic limits of very small and very large Prandtl number 
must also be approached. Before presenting the laminar trans
port equations a few comments on the extent of the mixed 
regime are in order. It has been shown by Carey and Gebhart 
(1983) that an aiding free stream has a stabilizing effect on the 
basic buoyancy-induced flow. Similarly, for a basic forced flow 
aiding buoyancy has been found to stabilize the flow (Mucoglu 
and Chen, 1978). Based upon these studies it is proposed here 

that, under aiding flow circumstances, the mixed flow remains 
laminar as long as R e x < 5 x l 0 5 for forced convection, and 
Grj.Pr<109 for natural convection. These limits are well es
tablished as the limits of laminar flow. 

Transport phenomena where the transport rates vary from 
one asymptotic behavior to another are frequently encountered 
in nature and in practice. Churchill and Usagi (1972) proposed 
a method for describing such phenomena. This method, which 
is used here, involves the asymptotic solutions and one addi
tional parameterthat describes the intermediate region. In the 
present study, this parameter is found to be Prandtl number 
dependent. In the following sections the heat transfer corre
lations will be established first, and then the shear stress cor
relations. 

Heat Transfer Correlations. Transport correlations for 
pure forced or natural convection based upon similarity anal
yses have been substantiated with abundant experimental data. 

In the forced convection limit, as £—0, the local heat transfer 
rate is given by: 

N U / = ^ = ^ . R e y 2 (1) 

The Prandtl number dependent coefficient, Ff, exhibits the 
following asymptotic behavior (Schlichting, 1979): 

7y—0.564Pr1/2 as P r - 0 (2) 

and 
iV-0.339Pr1/3 as P r - o o (3) 

For intermediate values of Prandtl number Schlichting (1979) 
has tabulated Ff. Following the method suggested by Churchill 
and Usagi (1972) Ff can be represented over the entire range 
of Prandtl number by: 

F /=0.339Pr 1 / 3[0.100Pr" 3 / 4+1] _ 2 / 9 (4) 

This correlation yields results very close to those tabulated by 
Schlichting (1979), or those calculated using the correlation of 
Churchill and Ozoe (1973). Disagreement with the same type 
of correlation presented by Chen et al. (1986) seems to be due 
to a misprint of the leading coefficient in that paper. Printed 
is 0.399 when the number should be 0.339. [Editor's Note: 
This coefficient has been corrected in an Errata published in 
the JOURNAL OF HEAT TRANSFER, Vol. 116, 1994, p. 324.] 

In the natural convection limit, as £ — oo, the local heat 
transfer rate is given by: 

Nu„ = ^ = F „ . G r r (5) 
k 

The coefficient, F„, has the following asymptotic behavior 
(Ede, 1967): 

F„ -0 .6Pr 1 / 2 as P r - 0 (6) 

and 

F„-0.503Pr 1 / 4 as P r - o o (7) 

For the entire range of Prandtl number, F„ can be represented 
by: 

F„ = 0.503 Pr 1 / 4 [0 .670Pr" 9 / 1 6+l]- 4 / 9 (8) 

Churchill and Usagi (1972) suggested correlations similar to 
those given by Eqs. (4) and (8). However, with the Prandtl 
number dependency built in the equations here are slightly 
simpler to use, yet as accurate. Values for iyand F„ generated 
by Eqs. (4) and (8) are within 1 percent of those values tabulated 
by Schlichting (1979) and Ede (1967). 

After establishing the asymptotic correlations we now pre
sent the correlation for mixed convection. Local heat transfer 
rates for mixed convection may be written as: 
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Nu„ 

Re]7 :=[^/ + ( ^ 1 / 4 ) " ] 1 (9) 

The average heat transfer rates for mixed convection are given 
by: 

Nu„ 
R e " (2F,)"+[JF^m (10) 

The only unknown parameter is n. It was selected here in such 
a way that the heat transfer results predicted by Eq. (9) agree 
closely with those obtained under mixed convection conditions 
by Merkin (1969), and Lloyd and Sparrow (1970). We found 
that no single value of n yielded the best agreement for all 
values of Prandtl number. Instead, the best value of n increases 
with Prandtl number. Thus, for each value of Pr the exponent, 
n, was determined that gave the best agreement between Eq. 
(9) and the available numerical results. The exponent n was 
found to be: 

« = 3.5Pru (11) 

Churchill (1977) proposed, and Ruckenstein (1978) confirmed 
(for very large Pr), a correlation similar to Eq. (9); however, 
the exponent n was given as equal to 3 for all Prandtl numbers. 
Using the exponent as found by Eq. (11) offers greater flex
ibility and accuracy over a broad range of Prandtl numbers. 

The average Nusselt number, in Eq. (10), cannot be found 
by integrating the local Nusselt number from Eq. (9). Instead, 
it is constructed using the asymptotic average heat transfer 
correlations. The parameter n in Eq. (10) was determined by 
comparing Eq. (10) with a numerical integration of Eq. (9). 
The same Prandtl number dependence of n shown in Eq. (11) 
was found to hold for the average heat transfer correlation as 
well. 

Shear Stress Correlations. In a fashion similar to that used 
to develop the heat transfer correlations, the shear stress cor
relations for mixed convection conditions were found using 
the asymptotic behavior under the pure forced and natural 
convection conditions. 

For forced convection flow, as £ — 0, the boundary layer 
analysis yields the following correlation for the local shear 
stress, rf. 

y= 0.664 Rex 
1/2 //°M°° (12) 

Under natural convection conditions, as | — oo, the local 
shear stress can be found from the similarity solution of Geb-
hart (1971): 

^ ( c ^ y v c o ) (13) 
where/" (0) is the Prandtl number dependent dimensionless 
shear stress parameter. For 0.7 < Pr < 100 this parameter is very 
nicely described by a form of Hoerl's equation (Daniel and 
Wood, 1971): 

/ ( ; = O.6398Pr-ol783
e"°'0O111-Pr (14) 

It is interesting to note here that the local heat transfer rate, 
h, under both the forced and natural convection conditions 
decreases in a downstream direction, as seen in Eqs. (1) and 
(5). However, the local shear stress behavior is different. For 
a forced flow it decreases as x~1/2, whereas it increases in a 
buoyancy induced flow as xWA. The latter is due to an increasing 
characteristic velocity downstream. 

Equations (12) and (13) may be integrated to give the average 
shear stress under the forced and natural convection limits. 
This yields 

T/=2rf a n d r " = 5T" (15) 

In a similar way to that used for the heat transfer correlations 
the shear stress, T,„, in a mixed convection flow may be rep
resented in terms of y and T„ as: 

•l(Tf)" + (T„T]1 (16) 

The exponent, n, is determined by comparing the values for 
T,„ from Eq. (16) with the available values of rm. Only the 
analysis of Merkin (1969) tabulates the values of rm for Pr = 1, 
over the entire range of the convection parameter £. Graphic 
representation o-f r„, is given by Afzal and Banthiya (1977) for 
Pr = 0.7 and for 0 < £ < 4 0 . Based upon these analyses a value 
of n = 6/5 resulted in the best agreement. Since the results for 
other values of Prandtl number are not available, dependence 
of n on Pr could not be determined for the correlations. Using 
this value of n and substituting Eqs. (12), (13), and (14), the 
local correlation becomes 

- ^ — Rej /2=[0.612 + (2.828./"(0H3 / 4)6 / 5]5 / 6 (17) 

-pui) 

A correlation for the average shear stress under mixed con
vection is proposed here by combining r^and f„ in a way similar 
to that used in Eq. (16). The correlation parameter, n, is de
termined by comparing T,„ with the values calculated by in
tegrating Eq. (17) numerically. The final correlation for T,„ 
becomes: 

;pui 

Re]2 = [1.392 + (2.263 • /" (0K3 / 4)7 / 6]6 (18) 

We note that these correlations approach the forced convection 
limits when £ — 0, and the natural convection limits when £ — oo. 
The limits, shown in Eq. (15), are valid for any value of Pr. 
Although the best value of n in Eq. (16) is determined for the 
values of Prandtl number closer to unity, we believe that the 
shear stress correlations may be applied to other values of Pr 
as a first approximation. 

Discussion 
Values of the local heat transfer rates and shear stress rates 

for Pr = 1 were reported by Merkin (1969) for 0< Gr/Re2< oo. 
The discrepancies between these results and those obtained 
from the proposed correlations, Eqs. (9) and (16) are less than 
3 percent over the entire mixed convection regime. For other 
values of Prandtl number the results are compared with the 
analysis of Lloyd and Sparrow (1970), whose results were shown 
to be in excellent agreement with Kliegel's (1959) data in air. 
The local heat transfer rates as predicted by Eq. (9) deviate 
from those of Lloyd and Sparrow (1970) by less than 1, 3, and 
2 percent for Pr = 0.72,10, and 100, respectively. For extremely 
low values of Pr = 0.003 the deviations are within 8 percent. 

Agreement with results from other analyses (Oosthuizen and 
Hart, 1973; Afzal and Banthiya, 1977), and experimental re
sults (Gryzagoridis, 1975) was also very good. Based upon 
experimentation in air, Oosthuizen and Bassey (1973) suggested 
a correlation for the average heat transfer rates. The discrep
ancy between that correlation and the proposed correlation in 
Eq. (10) is within 1 percent for the entire mixed convection 
regime. Correlations similar to those in Eqs. (9) and (10) were 
suggested by Churchill (1977) with a maximum discrepancy 
here of about 5 percent over the entire range of Pr. 

We now characterize the limits between the forced, mixed, 
and natural convection regimes. Since the transport rates vary 
gradually as the flow regime changes from pure natural to pure 
forced convection some arbitrary criterion is needed to mark 
the end of one regime and the beginning of the other. The 
criterion for mixed convection limits used here is when the 
transport rates deviate by more than 5 percent from those of 

Journal of Heat Transfer AUGUST 1994, Vol. 116/779 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1000 
Average Heat Transfer Regimes 

Gr/f?^ 

0.1-

0.01 

Forced 

1000 

100-

10-

Re2 

1J 

0.1-

n.m -

Local Heat Transfer Regimes 

Natural 

^ " ^ ^ ^ ^ 
^ —— 

Mixed ^ ^ " 

^~^~— forced 
, 1 1 1 

0.01 0.1 1 10 

Pr 
100 1000 

Fig. 1 Heat transfer regimes in aiding laminar mixed convection from 
a vertical isothermal surface based on a 5 percent limit between the 
pure convection and the mixed convection modes 

the limiting regimes. Figure 1 shows the limits of transport 
regimes based on both the local and the average heat transfer 
rates. In both cases, values of Gr/Re2 marking the transport 
regimes depend upon the value of the Prandtl number. It is 
also interesting to note that, in a given flow circumstance, the 
local transport regime at a given downstream location may 
become mixed while the average transport is still dominated 
by oneof the limiting regimes,, and viceversa. Thus, in practical 
circumstances where the total transport is of primary interest, 
characterization of the flow regimes based on average heat 
transfer is more realistic. 

Since the proposed correlations are developed using their 
asymptotic behavior under pure natural and forced convection 
conditions their use is recommended for all three regimes with
out worrying about the presence of more than one regime 
present on the surface. Only the restriction of laminar aiding 
flow applies. 
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also interesting to note that, in a given flow circumstance, the 
local transport regime at a given downstream location may 
become mixed while the average transport is still dominated 
by oneof the limiting regimes,, and viceversa. Thus, in practical 
circumstances where the total transport is of primary interest, 
characterization of the flow regimes based on average heat 
transfer is more realistic. 

Since the proposed correlations are developed using their 
asymptotic behavior under pure natural and forced convection 
conditions their use is recommended for all three regimes with
out worrying about the presence of more than one regime 
present on the surface. Only the restriction of laminar aiding 
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g = gravity, m / s 
hfg = enthalpy of vaporization, k J / k g 
Ku = Kutateladze number (Eq. (5)) 

P = transverse pitch between two tubes, m 
q" = critical heat flux, W / m 2 

<7max = saturated liquid pool boiling critical heat flux, 
W / m 2 

Re = Reynolds number = GD/p,j 
R ' = (D/2)/(<j/g(pf-Pg))

W2 

x = mass quali ty 
iX2 = transi t ion quality between Regions 1 and 2 
2X3 = transi t ion quali ty between Regions 2 and 3 

Pf, pg, pTP = saturated liquid, saturated vapor , two-phase 
homogeneous density, k g / m 3 

a = surface tension, N / m 
\p = defined in Eq. (7) 

fi/ = liquid dynamic viscosity, Ns /m 2 

Subscripts 
1, 2, 3 = regions 1, 2, and 3, respectively 

tr = transition 

CM 

E I " 

G (kg/m2s> 
8 50 
+ 100 
O 200 
m soo 
X 400 
a soo 

B 

0 
DO 

D x 

m 

O O 

DO Q D 

efx 

x * x x * % x 

B B a 

a 
0 ° 0 0 

. • • 
+ 

& 

* + 

" 

0.6 0.7 

Fig. 1 Typical CHF data using R113 from in-line tube bundle, P/D = 
150 kPa (Dykas and Jensen, 1992) 

1.30, 

Introduction 
As found in flows inside of tubes, the critical heat flux (CHF) 

condition in two-phase crossflow through mult i tube bundles 
is a limiting condit ion tha t heat exchanger designers want to 
avoid. However , while there has been extensive study of and 
correlations for the C H F condit ion for in-tube two-phase flows, 
few investigations have been conducted for the C H F condit ion 
for two-phase crossflow on the shellside of horizontal tube 
bundles. Bundle-average C H F data and a correlation have been 
presented by Palen and Small (1964) and Palen et al. (1972) 
for large mult i tube bundles. Schuller and Cornwell (1984) tested 
a slice of a simulated 241-tube reboiler and obtained some 
complex and confusing behavior of the C H F condit ion on 
individual tubes . Chan and Shoukri (1987) evaluated the C H F 
in a small bundle (nine tubes) with natura l circulation. N o 
quality or mass flux da ta for individual tubes were reported 
in any of the above papers . 

The C H F condit ion on individual tubes in a bundle with 
known mass flux and quality has been studied by Schuller and 
Cornwell (1984), who used a 3 column by 35 row (3 X 35) test 
section, C u m o et al. (1980) who used a 3 x 3 bundle , Yao and 
Hwang (1989) who obta ined C H F da ta with slightly subcooled 
liquid, and Dykas and Jensen (1992) and Leroux and Jensen 
(1992) who used 5 x 27 bundles . Typical C H F da ta trends (from 
Dykas and Jensen, 1992) for an individual tube in a bundle 
are shown in Fig. 1. The zero-quali ty C H F varied slightly with 
mass flux and was lower than tha t of a single tube in pool 
boiling. At qualities greater than zero, they found tha t the 
C H F da ta are a complex function of mass flux, local quality, 
pressure level, and bundle geometry. 

The only correlation in the li terature for the C H F on a single 
tube in a mult i tube bundle is presented by C u m o et al. (1980), 
who adapted the Zuber pool boiling C H F model . The resulting 
correlation always predicted an increasing C H F with increasing 
quality. Thus , this model does not represent well all the da ta 
trends found by C u m o et a l . , Schuller and Cornwell , or Jensen 
and co-workers. Hence , it is the objective of this paper to 
present correlations for the C H F condit ion for individual tubes 
in two-phase crossflow in mul t i tube bundles tha t do represent 
the observed t rends . 

Data Used 
Only the da ta obtained by Dykas and Jensen (1992) and 

Leroux and Jensen (1992) are used in the development of the 

CHF 

Quality 

Fig. 2 Basic curve patterns observed in the data and postulated flow 
regimes and CHF mechanisms mapped onto typical CHF curves (Leroux 
and Jensen, 1992) 

correlations. Except for the data of Cumo et al. (1980), the 
other studies do not include specific information about local 
quality and mass flux at the tube experiencing the CHF con
dition. Cumo's data were initially used in the data bank. How
ever, attempts to reconcile those data with the data from the 
present experiment failed. We suspect that the difficulty lies 
in the definition used to identify the C H F . Leroux and Jensen 
(1992) defined the CHF condition as the point when there was 
a distinct but small rise in the slope of the resistance of the 
test section caused by the formation of a small, stable partial 
film boiling patch. Cumo et al. raised the power to test section 
failure and apparently used that as the C H F . 

The data were obtained from two in-line square arrays 
(5 x 27) with tube pitch-to-diameter ratios of P/D= 1.30 and 
1.70 and an equilateral triangular array (5x27) with P/ 
D= 1.30. C H F data were obtained from a single tube in the 
center column of the 25th row from the bottom of the bundles. 
Tests were run with R113 at 1.5 and 5 bars for equilibrium 
qualities (obtained from an energy balance) ranging from 0 to 
70 percent and for mass fluxes (based on the minimum flow 
area) of 50 to 500 kg/m 2s . A total of 139 staggered tube bundle 
data and 297 in-line tube bundle data were used. 

As can be seen on Fig. 1 and from figures (not given) showing 
data from other test sections and at different pressures, the 
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data generally fall into one of three CHF curve patterns; Fig. 
2 schematically shows the trends more clearly. The first pattern 
has a monotonically decreasing CHF with increasing quality 
at low mass fluxes. The flow pattern may be described as 
bubbly since that flow pattern typically occurs with low-ve
locity, low-quality flows. The second pattern initially decreases 
with increasing quality (similar to the first pattern) until a 
minimum in the curve is reached; then the curve begins to 
increase with quality until a maximum in the curve is attained, 
after which the curve again decreases with further increases in 
quality. Both the minimum and the maximum shift to the left 
with increasing mass flux; the local maximum also increases. 
The decreasing CHF curve at high qualities may be associated 
with a spray annular flow pattern. At high mass fluxes, the 
third pattern appears. The CHF-quality curve immediately 
rises from zero quality until a maximum occurs and then the 
curve monotonically decreases. 

Leroux and Jensen (1992) speculate that the mechanism gov
erning the CHF behavior at low mass fluxes and low to mod
erate qualities is a departure from nucleate boiling type (DNB) 
phenomena, similar to that which occurs in pool boiling. At 
high qualities it is believed that the CHF condition is a dryout 
process. For those parts of the CHF-quality curves where the 
slope is positive, it was assumed that this behavior reflected 
the transition from the low-quality to the high-quality CHF 
mechanisms.The flow pattern in this region can also be con
sidered transitional. 

Transition Line Correlations 

The data were divided into three different regions according 
to the hypothesized mechanisms governing the CHF process. 
Region 1 was for the DNB type data. On the data figures, a 
straight line was drawn from about the zero quality data through 
the local minima exhibited in some of the data curves (the 
second pattern described above). All data below this line were 
identified as Region 1 data. This line was arbitrarily extended 
to high quality so that the higher quality CHF data for the 
pattern 1 data, described above, were excluded from Region 
1, as it was assumed that the high-quality CHF data at low 
mass fluxes probably were governed by dryout rather than 
DNB. The second dividing line was drawn through the local 
maxima that occurred in the second and third CHF pattern 
curves described above. Again a straight line was used. All 
data above this line were placed in Region 3, which was iden
tified with the dryout type data. Data falling between these 
two transition lines were placed in Region 2. 

These two transition lines can be considered comparable to 
the transition lines used to identify charges in two-phase flow 
patterns and should be interpreted as indicating a region over 
which the transition occurs. For vertical crossflow over hor
izontal tube bundles only three flow patterns have consistently 
been observed: bubbly flow, spray-annular flow, and a tran
sitional flow. However, no completely general flow pattern 
map has been proposed in the literature for shellside two-phase 
flow. The map given by Grant and Chisholm (1979) was de
veloped for low pressure, air-water flows in a staggered tube 
bundle. The transition lines from that map did not correspond 
to the ones used in this study and predicted unrealistic flow 
patterns (e.g., bubbly flow for quality of 50 percent, mass flux 
of 50 kg/m2s, and pressure of 1.5 bar) for certain combinations 
of flow conditions. Hence, that map could not be used in this 
study. 

The two parameters that helped best to separate the different 
regions were quality, x, and a nondimensional group similar 
to that used by Taitel and Dukler (1976) for in-tube flows, 
A -gPTp(Pf—pg)D/G2. This nondimensional group represents 
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Fig. 3 CHF regions for in-line tube bundle, P/D = 1.30 

a ratio of buoyancy to inertia forces. The data were plotted 
on Fig. 3 for the in-line P/D = 1.30 tube bundle. The in-line 
P/D = 1.70 bundle had the same transition lines. The staggered 
bundle data were similar. (The data along the abscissa were 
for very low-quality data and to have those data show up on 
the figure they were arbitrarily given a quality of x=10~3 .) 
The resulting transition lines are given below for in-line tube 
bundles: 

Transition line between Regions 1 and 2 

i*2 = 0.137y4 0.369 
(1) 

(2) 

(3) 

(4) 

Transition line between Regions 2 and 3 

2x3 = 0.354 Aom 

and for the staggered tube bundle: 

Transition line between Regions 1 and 2 

1x2 = 0.242A0396 

Transition line between Regions 2 and 3 

2x3 = 0A32A0m* 

CHF Correlations 

To correlate the CHF data only the data in Regions 1 and 
3 were used. We assumed that the Region 2 data could be 
estimated from a linear interpolation between the Region 1 
and Region 3 correlations. Because of the similarity to pool 
boiling, Region 1 data were nondimensionalized with the Sun 
and Lienhard (1970) pool boiling CHF correlation (as given 
by Lienhard, 1988). A correlation that predicts the CHF for 
saturated liquid with forced convection was not used because 
the saturated liquid velocities used for the present data were 
so low as to have a negligible effect on the saturated liquid 
CHF. The Region 1 data were correlated using q"/q^x =f(4>) 
where: 

Q^ = Kupl
e
nhfe[og(pf-pe)]

w 

Ku = 0.1164 + 0.297 exp(-3.44V rR7; 
_2\l/4 

(5) 

(6) 

t=(pTP/fi/)D(ag(pf-Pg)/p})m (7) 

The quantity \p is similar to what Haramura and Katto (1983) 
used for the correlation of the CHF for saturated liquid cross-
flow over single tubes. Region 3 data were not nondimen
sionalized with the pool boiling value, but were correlated using 
Bo=f(A, Re, P/D), Hence, the final correlations determined 
for the different test sections are: 
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In-line Tube Bundles 

Region 1 

tf"/flmax=exp 0.126- (P/Df (8) 

Region 3 
Bo = 2.04x lO~5AOM9Reoon\P/D)-°-651 (9) 

Staggered Tube Bundle 

Region 1 

Region 3 

?"/9max = exp ( -0.0322--0^5 

5o=1.97xl0-5^0-165Re^00858 

(10) 

(11) 

Region 2 data predictions were obtained by a linear inter
polation between Region 1 and Region 3 correlations. As a 
first step, the qualities and critical heat fluxes at which the 
minima in the curve pattern number 2 and the maxima in the 
curve pattern number 3 occur must be determined. This is 
accomplished by equating the transition line correlation with 
the corresponding CHF correlation and solving for the tran
sition quality at a given mass flux and pressure level. For 
example, for an in-line bundle the minimum in the curve pat
tern number 2 could be found by solving Eq. (1) for the tran
sition quality, \X1Jr, and thus, the transition critical heat flux, 
q"itr, could be found by substituting jX2,,r into Eq. (8). Like
wise, solving Eq. (2) will produce 2Xi,tr and qi\lr can then be 
calculated from Eq. (9). To determine the CHF at some quality 

X, lX2yIr<X<2X-i,ir'-

Q2=Ql,tr + (.q{',tr-QC,tr)(x- [X2,ir)/(2Xi,,r- iX2,,r) (12) 

Figure 4 shows a scatter plot comparison for the calculated 
and experimental CHF for the staggered tube bundle; the in
line results were similar. For the 297 in-line bundle data, the 
average absolute deviation (AAD) between the correlated and 
the experimental data is 10.3 percent. All the Region 1 data 
were correlated with an AAD of 5.5 percent, Region 2 with 
10.3 percent, and Region 3 with 14.2 percent; 75 percent of 
the data were correlated within ±15 percent, and 94 percent 
of the data were correlated within ±20 percent. For the 139 
staggered bundle data, the overall AAD was 11.0 percent. For 
Regions 1, 2, and 3, the corresponding AAD's were 9.1, 14.0, 
and 10.1 percent, respectively; 75 percent of the data were 

correlated within ± 15 percent, and 84 percent of the data were 
correlated within ±20 percent. The correlated data shown on 
Fig. 4 were generally randomly distributed with no dominant 
trends evident. 

The data of Cumo et al. (1980) were compared against the 
the predictions by the correlation for the staggered tube bundle. 
At higher qualities their data were underpredicted consistently. 
Based on their definition of the CHF, this could be expected. 
A second possible explanation for the differences between those 
data and the present data is that Cumo et al. used the middle 
tube in a small (3 x 3) staggered bundle. Entrance effects could 
influence their results. However, this has not been systemat
ically studied. In addition, their data at zero quality were 
generally overpredicted. This, again, could be attributable to 
entrance effects. 

We believe the correlations to be valid for any tube row 
after the third or fourth row in the bundle. Hsu (1987) dem
onstrated that as the heat flux increased, the heat transfer 
coefficient was independent of position in a bundle. Because 
the CHF is much higher than those tested by Hsu, we can 
speculate that the same behavior occurs with the CHF; that 
is, there is small positional influence on the CHF, and the 
gross flow parameters set the environment for the CHF con
dition. 
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A Simplified Method for Calculating 
Transient Average Temperature and 
Heat Transfer in a Laterally Heated 
Cavity : 

F. Poujol,1 E. Ramos,1 and J. Rojas1 

Nomenclature 

C„ 

H 

k 
L 

M 
Pr 

Q 
Qe 

Ra 

R&ATc 

T 
T' 
T0 

T„ 

T 
t 

V 
V 

w 
x 
y 
z 
a 

AT 
8j-

8Tc 

v 
T 

T, 

aspect ratio of the cavity 
heat capacity 
gravitational acceleration 
heat transfer coefficient of the partially stratified 
zone 
heat transfer coefficient in the total stratification 
stage 
height of the cavity 
vertical length of the stratified zone 
thermal conductivity 
width of the cavity 
mass of the fluid in the cavity 
Prandtl number 
heat flux 
heat flux at the constant temperature wall (partial 
stratification) 
Rayleigh number, defined in Eq. (3) 
Rayleigh number based on Tu— T0, defined in 
Eq. (13) 
Rayleigh number based on T— Ta, defined in Eq. 
(16) 
temperature 
nondimensional temperature 
initial temperature and temperature of the con
stant-temperature wall 
average temperature of the stratified zone 
temperature scale defined after Eq. (266) 
steady-state temperature 
time 
nondimensional time 
velocity scale defined in Eq. (4) 
depth of the cavity 
spatial coordinate 
spatial coordinate 
spatial coordinate 
thermal diffusivity 
volumetric expansion coefficient 
average temperature increment 
boundary layer scale defined in Eq. (5) 
thickness of the boundary layer adjacent to the 
constant temperature wall 
kinematic viscosity 
time scale defined in Eq. (2) 
time scale defined in Eq. (6) 
time scale for total stratification, defined in Eq. 
(21) 
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Mexico. 
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1 Introduction and Problem Formulation 
Transient natural convection in a side-heated cavity has been 

studied by a number of authors in the last few years. Patterson 
and Imberger (1980) found the relevant scales of the flow and 
constructed a classification of the possible regimes based on 
the relative values of Rayleigh and Prandtl numbers. The case 
studied by Patterson and Imberger involved heating and cool
ing by specifying a temperature difference between vertical 
isothermal walls and has been subsequently analyzed by other 
authors. The transient natural convection in a cavity with pre
scribed heat flux has not received much attention, although 
Kimura and Bejan (1984) analyzed the steady-state flow in 
terms of boundary layer theory and found expressions for the 
global Nusselt number. In this note, we study a problem similar 
to that described above, but considering constant heat flow 
on a vertical wall and a constant temperature on the other. 

The geometry and boundary conditions of the problem under 
study in the present article are shown in Fig. 1. The height, 
width, and depth of the cavity are denoted by H, L, and W, 
respectively. Although the problem is formally stated in three 
dimensions, no end-effects in the z direction are considered. 
The cavity contains an incompressible Newtonian fluid with 
kinematic viscosity c, thermal diffusivity a, thermal conduc
tivity k, and thermal expansion coefficient /3. At time ^ = 0, 
the fluid inside the cavity is at temperature T0 and a constant 
and uniform heat flux q is applied at the vertical wall located 
at x = L. The opposite vertical wall is kept at temperature T0 

while all other walls are thermally insulated. The equations 
that describe the velocity, pressure, and temperature fields as 
functions of position and time are the mass, momentum, and 
energy balance equations. The solution of such a problem has 
been found numerically and described in an article published 
elsewhere (Poujol et al., 1993). Rather than pursuing a detailed 
description in this paper, a simple model that displays the 
transient heat transfer with reasonable accuracy is presented. 
The model is based on the scale analysis introduced by Pat
terson and Imberger (1980), and adapted for the problem under 
consideration by Poujol et al. (1993). 

2 Global Behavior Scales 
The analysis is made considering fluids with Prandlt number 

(Pr) of order 200 and Rayleigh number based on heat flux (Ra) 
of order 4 x 109, which is the case studied by Poujol et al. 
(1993). The transient thermal behavior of the cavity can be 
naturally divided into three main stages: (a) initial heating, (b) 
partial stratification, and (c) total stratification. 

2.1 Initial Heating. This initial stage spans the interval 
between the onset of flow when the fluid adjacent to the hot 
wall forms a thermal boundary layer that discharges hot fluid 
into the top region of the cavity, and the time the hot fluid 
reaches the constant temperature wall. The average tempera
ture increment can be calculated according to the expression: 

dt 
(1) 

where M and Cp are the mass and the heat capacity of the 
working fluid, respectively, and q is the heat input per unit 
area. The boundary layers are completely formed at a time T, 
which can be estimated from the Patterson and Imberger scale 
analysis as: 

Ra 
a 

(2) 

where Ra is the Rayleigh number based on the heat flux and 
is defined by the following expression: 

Ra zg§Qf£ 
avk 

(3) 
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According to the Patterson and Imberger analysis, the thick
ness of the boundary layer adjacent to the constant temperature 
wall is: 

Hu 

(RaATuY 

where: 

R&ATu — 
gP (Tu-T0)Hl 

(12) 

(13) 

Fig. 1 Geometry of the problem analyzed 

g is the acceleration due to gravity. The velocity in the thermal 
boundary layer and its thickness are 

and 

respectively. 

a Ra7' 
H 

H 
'Ra1^ 

(4) 

(5) 

The thermal boundary layer discharges hot fluid in the upper 
part of the cavity forming the intrusion layer. If Pr > Ra 
the time taken by the intrusion layer to arrive at the constant-
temperature wall is: 

L5/4H3M 

aRa 7/20 (6) 

From this time on, the fluid in the cavity will transfer heat to 
the constant temperature wall. 

Substituting Eq. (12) into Eq. (11), the heat transfer coefficient 
is: 

k (RaAr„)1/4 

hu — 
Hu 

(14) 

Using Eqs. (9) and (13), the former expression becomes: 

, k (RaArc)
1/4 

H\nHln 

where RaA7-c is defined by the expression: 

g0(T-To)H
3 

RaA 

(15) 

(16) 

When HU = H, Eq. (15) becomes the heat transfer coefficient 
for a vertical plate with length H. 

The growth of Hu is due to two effects, the incoming hot 
fluid from the boundary layer and the heat diffusing from the 
upper region into the core. The first can be estimated by ob
serving that the volume of the heated fluid (~ Hu L W) \s 
equal to the volume of fluid that has passed through the bound
ary layer adjacent to the heated wall (~ W 5T Vt) while the 
second is ~ (at)1/2, i.e., 

Hu„V±Ll+(a{?n (17) 

2.2 Partial Stratification. Heat Balance in the Upper Part 
of the Cavity. Once the intrusion layer has reached the con
stant temperature wall, a thermal stratification pattern starts 
forming from the top of the cavity downward. The heat trans
ferred from the fluid to the constant temperature wall is: 

qe = huHuW(Tu-T0) (7) 

where Tu and Hu are the average temperature and the vertical 
length of the stratified zone, respectively. hu is the heat transfer 
coefficient. Under these conditions, the temperature rise is 
given by: 

CpM~qHW- hu Hu W( Tu - T0). (8) 

dt 

In terms of Tu the average temperature T can be written as 

HUTU+(H-HU)T0 T=-
H 

or equivalently 

(Tu-T0)=^r (T-T0). (9) 

Upon substituting Eq. (9) into Eq. (8), the following relation 
is obtained: 

CpM^- = qHW-huHW(T-T0). (10) 
dt 

The heat transfer coefficient for the cold wall is obtained by 
equating the heat transferred by convection (~huATu) and the 
heat transferred by conduction through the thermal boundary 
layer adjacent to the constant-temperature wall (~ kATu/5Tc): 

Substituting Eqs. (4) and (5) into Eq. (17), Hu can be expressed 
in terms of Ra as: 

H„ 
a Ra1 /51 

+ (a/)1' (18) 

Finally, using this expression to eliminate Hu from Eq. (15), 
the time-dependent heat transfer coefficient for the constant 
temperature wall can be obtained: 

hu = C 
k (RaA7-c)

L 

(AaRaW5t+{H2at)i/2)in 
(19) 

where A = H/L is the aspect ratio of the cavity and C is a 
dimensionless constant of order unity. 

2.3 Total Stratification. After sufficient time has elapsed, 
the thermal stratification pattern covers the whole volume of 
the cavity. The time required is denoted by T, and can be 
estimated using Eq. (18) and assuming HU = H, i.e., 

*~-M* (20) 

From then onward, the heat transfer coefficient is: 

hc=C 
k (RaArc)' 

H 
(21) 

Upon substituting hc from Eq. (21) as hu in the heat balance 
equation (Eq. (10)), the following expression is obtained: 

CpM^-^qHW-CkWRa^A (T- T0) (22) 
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The steady-state temperature can be calculated using the heat 
balance equation, setting dT/dt = 0. The resulting expression 
for the temperature is 

T\dT/d,=0=Ts=To + AT (23a) 

where 
„4/5 

AT=-
& 

and 

H a v 

T*=-

r = r * R a 4 (236) 

gm6 

AT denotes the average temperature increment. Expression 
(236) was also obtained by Kimura and Bejan (1984) as a 
temperature difference scale in their steady-state analysis of 
natural convection in a cavity with uniform heat input and 
output from the side. Substituting the final temperature Ts into 
the expression for the Rayleigh number based on the temper
ature difference (Eq. (16)), the following relation can be es
tablished between the steady-state Rayleigh numbers: Ra4/5 

= RaA7-c . 

Fig. 2 Temperature as a function of time: (1) complete numerical so
lution of transport equations; (2) Runge-Kutta integration results from 
the proposed model; (I) initial heating, (II) partial stratification, (III) total 
stratification 

3 Discussion and Comparison With the Numerical 
Model 

The theory presented in the previous sections will be dis
cussed and compared with the results of a full numerical in
tegration of the balance equations presented by Poujol et al. 
(1993). 

In terms of the nondimensional variables T' =(T—TB)/ 
(Ts- T0) and t' = (Wk/MCp) t, Eqs. (1), (10), and (22) are: 

I Initial Heating 

dT' 1 
* ' - = R a l / 5 0 < / , < ^ R ^ 

II Partial Stratification 

dT _ ,„ [\ T" 

dt' 
= Ra' 1-

(t'Ra1 '' + (t'/A)W2)i/2 

^ l / 4 R a 7 / 2 0 <t < 

dT 

dt 
= Ra' 

R a i / i o r 

The steady-state temperature Ts obtained with the simplified 
model is 2.93 x 108 T* while the numerical solution gives 
Ts = 3 x 108 T*. In the discussion that follows, the temperature 
in the model will be scaled with the steady-state value obtained 
in the model, while the temperature from the numerical cal
culation is normalized with its own steady-state value. 

Figure 2 shows the temperature T' as predicted from the 
model (obtained with Runge-Kutta integration) as a function 
of t', together with the corresponding results of a complete 
numerical model. As it can be appreciated, a full integration 
and the simple theory are in qualitative agreement, although 
the result from the simple model overestimates the temperature 
by about 7 percent in the region of partial stratification. Sub
stituting the temperature into the other expressions, it would 
be possible to find other properties of the flow. 

Ra1 

III Total Stratification 

dT' 

dt' 
R a 1 / 5 ( 1 - J'5/4) 

Ra1 i<t 

Comparison of the results presented above with those of the 
numerical solution are given in terms of an example. The 
numerical values of the parameters used in the example dis
cussed below are: A = 1, T* = 1.01 x 10"7 and Ra = 4 x 109. In 
the numerical model a fluid with Prandtl number of 220 was 
assumed and therefore, the constraints Pr > 1 required for Eqs. 
(2), (4), and (5) and Pr2 5 / 2>Ra for Eq. (6) are satisfied. The 
numerical results were found with the PHOENICS program 
and using a nonuniform mesh of 81 x 81 volumes, which was 
selected after a grid independence study was carried out. Fur
ther refinement of the mesh to 101 x 101 volumes resulted in 
differences smaller than 1 percent in the temperature fields. 
A full discussion of the results obtained with the numerical 
integration can be found from Poujol et al. (1993). It is in
teresting to notice that due to the aspect ratio and the large 
value of the Rayleigh number considered, the diffusive effect 
in the partial stratification regime can be neglected and the 
corresponding heat transfer equation can be substituted by the 
following simpler expression: 

4 Conclusion 

A simple analytical model that predicts the time evolution 
of the average temperature of a cavity heated on one vertical 
wall has been presented. The model is based on the assumption 
that the flow can be separated into three stages: initial heating, 
partial stratification, and total stratification. The comparison 
of the results obtained with the model with those of a full 
numerical integration of the balance equations indicates that 
the model correctly captures the average dimensionless tem
perature in the enclosure during the transient time. 
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Effects of Refractive Index and 
Diffuse or Specular Boundaries on a 
Radiating Isothermal Layer 

,1,3 .2,3 R. Siegel1"5 and C. M. Spuckler 

Nomenclature 
a = absorption coefficient of layer, m - 1 

c = specific heat of solid, W • s/kg • K 
D = thickness of plane layer, m 

ex;, = blackbody spectral emissive power, 
W/m2•urn 

E3 = exponential integral function, E3 (£) = jo /x exp 
( -* / / i )d*i 

Fm = blackbody fraction of w?th spectral band 
n = index of refraction 
q = heat flux, W/m2; q^, spectral flux, W/m2 • jim 

q\r\y q-hri = externally incident spectral radiation fluxes, 
W/m2 • fim 

Te = temperature of environment, K; fe = Te/T0 
T0 = layer temperature at time t = 0, K 
Tw = absolute temperature of layer, K; Tw = Tw/T0 

Tu T2 = temperatures of radiating surroundings, K 
t = time, s; dimensionless time, t = taT\/pcD 

a, e = absorptance and emittance of plane layer 
0 = angle of incidence 
p = reflectivity of interface; density of solid, kg/m3 

a = Stefan-Boltzmann constant, W/m2 • K4 

T = transmittance of path at angle x, T = exp 
(-aD/cos x) 

X = angle of refraction 

Subscripts 
dif = for diffuse surfaces 
i, o = incoming and outgoing radiation 

m = the mth spectral band 
s = for specular surfaces 
X = spectral quantity 

1, II = components for perpendicular and parallel po
larization 

Superscripts 
/, o = at inside or outside surface of an interface 

Introduction 
Ceramics are under development for high-temperature ap

plications such as in combustion chambers of high-speed air
craft. Some ceramics are reinforced with ceramic fibers, and 
to protect the composite from the combustion environment it 
is coated with another ceramic to form a laminated layer. To 
model these materials thermally in order to study possible 
radiation effects arising from their partial transparency, it is 
necessary to specify the nature of reflections at their interfaces. 
A convenient assumption is that reflections are diffuse; this 
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Hbeam1 ' be 

Normal or 
n = 1 _ dif fuse incidence 

°lr1 • Specular 
or dif fuse 

q.(o) q0(o) 

qi(o) q„(D) 

n=1 

qrz 
Specular 
or dif fuse 

Fig. 1 Plane layer with specular or diffuse boundaries and with diffuse 
or normally incident radiation 

may be realistic because some external surfaces and internal 
interfaces of ceramics are rough. Some surfaces, however, may 
be smooth so they are specularly reflecting. This note will 
examine in a simple way by considering an isothermal layer, 
some effects of diffuse versus specular boundary conditions. 
In some cases the diffuse condition yields increased temper
atures due to augmented retention of incident energy by in
ternal reflections. This is a function of the refractive index of 
the material. Much of the work in the literature is for glass, 
n « 1.5; for ceramics n can be significantly larger, thus pro
viding increased internal radiation effects. The limiting con
dition is examined where there is no scattering inside the layer 
as this demonstrates the maximum effect of the surface con
dition. For specular surfaces, a small amount of scattering 
within the layer produces a partially diffuse behavior; for large 
scattering, diffuse behavior will result. 

Analysis 

Absorptance of Layer With Specular Boundaries and No 
Internal Scattering. The layer in Fig. 1 with refractive index 
n > 1 has incident diffuse or beam energy. The layer partially 
absorbs radiation, but does not scatter internally. For spec
ularly reflecting surfaces, radiation in each incident direction 
8 is refracted and internally reflected as given by Fresnel re
lations. The fraction of energy absorbed is given as (Siegel and 
Howell, 1992, p. 929): a(0) = [1 - p°(0)] [1 - T(0)]/[1 -
P°{d)r{d)] where the internal transmittance is r{6) = exp \ — aD/ 
cos x(0)] and the angle of refraction is \{0) = sin-1 [(sin 6)/ 
ri\. The reflectivity p°(0) is a function of the polarization com
ponent so a(0) has values corresponding to the perpendicular 
and parallel components. For diffuse incidence of unpolarized 
radiation, the absorptance of a layer with specular surfaces is 
found by integrating the absorbed energy for all incident solid 
angles to give 

pi /2 

as(n, aD) = [aj.(0) + ai(0)] cos 6 sin 0 dd (1) 
Jo 

where the p° needed to obtain a± and on are 

P± (6) •-

P°M = 

-sin20)1/2-cos0 
(n2-sin20)1// + cos0 

«2cos0-(«2-sin20)1 / 2 

«2cos0 + («2-sin20)1/2 

(2a) 

(2b) 
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With all quantities in Eq. (1) in terms of 8, the integration is 
performed numerically for various n and aD. For the special 
case of normal incidence, as = (1 - p°) (1 - T)/(1 - P°T) 
where p° = [(« - \)/(n + l)]2 and T = exp (-aD). 

For emission from an isothermal layer, the local internal 
emission is considered for each direction. Radiation internally 
incident on a boundary is totally reflected if it arrives at an 
angle larger than the critical angle for reflection, which depends 
on n. The formulation by Gardon (1956) for the emittance of 
an isothermal layer with specular boundaries provides the same 
result as as in Eq. (1); this is expected from Kirchhoff's law. 

Absorptance of a Layer With Diffuse Boundaries and No 
Internal Scattering. The layer boundaries are now considered 
diffuse. For a rough surface it is assumed that incident radia
tion will strike surface elements at random angles so the surface 
reflectivity is independent of the angular distribution of the 
incident energy. Hence all energy incident upon and leaving a 
boundary is considered to behave in a diffuse manner. The 
diffuse reflectivity is given by the hemispherically averaged 
relation of the Fresnel equations (Siegel and Howell, 1992, p. 
115), 

0 1 , ( 3 « + l ) ( w - l ) , n2(n2-\)\ (n-\ 

-pcD 

2rv"(n2 + 2n~\) 8n4(n4+l) 

(«2+l)(«4- l) («2+l)(«4-l)2 In (») (3) 

The absorptance of the layer is obtained by considering its 
interaction with a unit incident flux, qn = 1. The outgoing 
flux from the internal side of each diffuse boundary (see Fig. 
1) is then 

<fo(0)= 1 -pSif + 4,(0Kif; q0(D)=qi(D)pi
di! (4a, b) 

where pdjf is at the internal side of a diffuse boundary. As a 
result of transmission within the layer, the fluxes at the two 
internal sides of the boundaries are related by (Siegel and 
Howell, 1992, p. 707) 

qi(0) = 2qo(D)E1(aD); q,(D) = 2qo(0)E3(aD) (5a, b) 

Equations (4) and (5) are solved for qo(0), q0(D), g,(0), and 
qi(D). The fraction of incident energy that is absorbed is adif 

= 1 - (1 - pdif) [q,(0) + <?,(£>)], which yields 

\-2Ei(aD) 
ad i f(«, aD)=(\-pdi() (6) 

l-p'dit2E3(aD) 

To place adif in terms of the reflectivity pdif on the outer surface 
of a boundary, the relation can be used that (Richmond, 1963) 
pdif = 1 - (1/n2) (1 - pSif)-

Heat Balance Relations for Layer Temperature With Trans
fer Only by Radiation. The layer absorptances are spectral 
quantities since the absorption coefficient depends on wave
length. Two examples are given to demonstrate effects of dif
fuse and specular boundaries. The first is the equilibrium 
temperature attained by an isothermal layer subjected to ra
diation incident on both boundaries and with radiation being 
the only means of energy transfer. The balance of absorbed 
and emitted energy is 

(l\ri + q\n)<x\(n, axD)<fk 

= 2 ex(n, axD)eXb(\, Tw)d\ (7) 
Jo 

where ex = a\. Equation (7) is solved for the equilibrium 
temperature T„. 

A second example is the radiative cooling of a layer initially 
at temperature T0, when placed in surroundings at T{ = T2 

= Te. This is governed by the transient energy equation 

dTw [" 
axD)[exb(\, T„) 

-eM(\ Te)]dk (8) 

For a spectrally banded calculation with M bands with each 
band designated by m, 

ar, pcD—f = 2 2 em(n, amD)[Fm(T„)oTi-Fm(Te)oTt\ 

(9) 

This is placed in dimensionless form and integrated to give 

dTl 
r,v(0 S em(n,amD)[Fm(f:T0)fV-Fm(Te)fi] 

(10) 

Equation (10) is numerically integrated to yield cooling curves 
for various T0 and Te. 

Results and Discussion 

Absorptance of Layer. For specular boundaries the layer 
absorptance was evaluated from Eq.(l) for both diffuse and 
normal incidence of external radiation. Results are in Fig. 2(a) 
for refractive indices from 1 to 4 and optical thicknesses up 
to 4. For axD larger than 4 almost all incident energy that is 
not reflected is absorbed in the layer. The layer absorptance 
then approaches an asymptotic value of one minus the external 
reflectivity of the boundary. Since the boundary reflectivity is 
smaller for normal incidence than for diffuse, the ct\:S is larger 
for normal incidence. For axD < 4 the uXiS is influenced by 
the radiative path lengths within the layer. For a large n, 
incident diffuse energy is refracted into a small cone angle 
around the normal direction through the layer. Radiation within 
the nonscattering layer then travels along paths not much longer 
than the path length D for normal incidence; hence, for large 
n the ax]S becomes independent of normal or diffuse incidence. 
There are differences in otXtS when n is near 1 and refraction 
is therefore small. Diffuse radiation then travels along longer 
paths and a\,s becomes increased. This is compensated some
what by the reflectivity of the external boundary being larger 
for diffuse incident radiation than for radiation incident in the 
normal direction. 

In Fig. 2(b) the absorptance of a layer with diffuse bound
aries is compared with that for specular boundaries; the in
cident radiation is diffuse. The nature of the boundary has a 
very significant effect when axD is less than about 3. For n = 
1 there are no surface reflections so the results are the same 
for the solid and dashed curves. As n is increased the absorp
tance values become increasingly different, so for n = 4 with 
flx-D < 3 there is a substantial difference in ax- For specular 
boundaries ct\ decreases as the angle of refraction becomes 
smaller with larger n, thus providing shorter path lengths for 
absorption in the layer. For diffuse boundaries the increase in 
ax with n is attributed to radiation within the layer being 
diffused at the boundaries into directions larger than the critical 
angle for reflection. This tends to retain energy within the layer 
and increase its absorption as radiation travels internally by 
multiple reflections. The effect that this can have on the layer 
temperature is shown by results that follow as calculated from 
Eqs. (7) and (10). If a layer with specular boundaries has 
internal scattering it will act more like a diffuse layer; the 
results here are without internal scattering and are expected to 
show the maximum possible effect of the two different types 
of boundaries. 

Effect of Surface Condition on Layer Temperature. To 
illustrate how surface condition can affect the layer temper-
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layer without internal scattering as a function of optical thickness and 
refractive index: (a) Boundaries are specular and incident external ra
diation is diffuse or is in the normal direction; (b) boundaries are diffuse, 
or are specular with diffuse incident radiation 

ature, results are given for a layer with D = 0.5 cm and ax 

approximated as constant in each of three spectral bands, 
similar to the properties of glass: ax = 0.2, 4, 100 cm~' for 
X = 0-2.7, 2.7-4.4, 4.4-oo ^m. Using these properties the 
spectral absorptance and emittance in each band was obtained 
from Eqs. (1) and (6). The equilibrium temperature Tw for 
heat transfer only by radiation was then obtained from Eq. 
(7), and transient radiative cooling results were evaluated from 
Eq.(10). 

Figures 3(A) and 3(b) show how equilibrium temperatures 
are affected for two different conditions of the incident ra
diation. As shown by Fig. 2(b), when axD is small the specular 
and diffuse boundary conditions produce significantly differ
ent a\. Hence for a layer without internal scattering the con
dition of the boundary can produce large differences in energy 
absorption if there is large incident energy in wavelength re
gions where a\D is small. For a high temperature radiant source 

Refractive 
index, n ., 

Diffuse surfaces 
Specular surfaces 

50 

BEAM HEAT FLUX, kW/m 2 

Fig. 3 Effect of diffuse or specular boundaries on the equilibrium tem
perature of a layer with a refractive index of 1.5 or 3, and for the limiting 
case n = 1. The spectral absorption properties are similar to glass (ax 
= 0.2, 4, 100 cm"' for \ = 0-2.7, 2.7-4.4, 4.4-co ^m) and there is no 
internal scattering; T2 = 300 K. (a) Incident radiation on one side is from 
a hot reservoir at T,. (b) Incident radiation on one side is a beam normal 
to the layer with a spectral distribution like that of solar radiation. 

the incident energy fraction is large in the short wavelength 
region where semitransparent materials can have a small ax. 
The wavelength selective heat balance can then be sensitive to 
the specification of specular or diffuse boundary conditions. 
Reradiation is at longer wavelengths where a^D is generally 
large; hence from the results in Fig. 2(b) the reradiated energy 
is not affected significantly by the boundary being specular or 
diffuse. For a moderate source temperature both the incident 
and emitted energy will be at long wavelengths where a^D can 
be large causing ax to be insensitive to specular or diffuse 
boundaries. 

In Fig. 3(a) the layer temperature Tw is given for radiative 
heating by blackbody reservoirs with T\ given on the abscissa, 
and T2 = 300 K. The Tw is given for diffuse and specular 
boundaries with the layer refractive index n = 1, 1.5, and 3. 
For n = 1 there are no surface reflections so the energy balance 

Journal of Heat Transfer AUGUST 1994, Vol. 116/789 

Downloaded 12 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



DIMENSIONLESS TIME, trjTo/pcD 

Fig. 4 Transient cooling of a layer with initial temperature TQ = 1000 
K (thin lines) or 2000 K (thick lines), Te = 300 K, and with the same 
absorption properties as for Fig. 3 (ak = 0.2, 4,100 cm"1 for \ = 0-2.7, 
2.7-4.4, 4.4-oo (im); comparisons are made for diffuse and specular 
boundaries with n = 1.5 and 3 (torn = 1 there are no surface reflections) 

depends only on internal absorption and emission. For n > 1 
the higher ax for small a\D with diffuse boundaries produces 
increased absorption. The resulting Tw for diffuse boundaries 
is somewhat higher than for the specular case and the difference 
increases to a maximum of about 50 K as n and Tx are increased. 
The temperature for an opaque black layer (or an opaque gray 
layer with diffuse boundaries) is shown as an upper limit. From 
Eq. (7) this is given by T„ = [ ( 7 / + T2

4)/2]1/4. 
For Fig. 1(b) the nature of the incident radiation is changed 

on the hot side of the layer. The incident energy is a beam 
normal to the layer with its heat flux given on the abscissa. 
Two limiting cases are given for n — 1; the solid curve is for 
the beam being diffused at the boundary, and the dot-dash 
curve is for the beam remaining normal to the boundary as it 
passes into the layer. The heat flux is high (for comparison 
the solar constant at earth orbit is about 1.35 kW/m2) and has 
the same spectral distribution as solar energy (blackbody spec
trum at 5780 K). This spectrum provides a much larger energy 
fraction in the short wavelength region than the hot reservoir 
in Fig. 3(a) and produces substantially higher Tw when the 
boundaries are diffuse. The upper limit is shown for a black 
opaque plate as given by T„ = l(qbezm/a + T^/lf*. 

Effect of Surface Condition on Transient Radiative Cool
ing. Transient radiative cooling results from Eq. (10) are in 
Fig. 4 for two initial temperatures T0 = 1000 K (thin lines) 
and 2000 K (thick lines), and Te = 300 K. The absorption 
properties are the same as for Fig. 3. For n = 1 there are no 
surface reflections and hence no effect on cooling of the bound
ary being specular or diffuse. For T0 = 1000 K most of the 
energy radiated by the layer is in the long wavelength region 
where a^D is large for the spectral properties used here. For 
large a-JD, Fig. 2(b) shows that increasing n decreases the a\ 
= ex so the cooling is less rapid. The ex is smaller for specular 
surfaces, which produce longer cooling times. The situation 
changes somewhat when T0 is increased to 2000 K. A greater 
fraction of the energy is then in the short wavelength regions 
where a^D is small. This changes the trend for the solid curves 
(diffuse surfaces) in Fig. 2(b) which, for small axD, show ex 

increasing with n to a maximum. This enhances the cooling 
rate with the increase in n as shown in Fig. 4 by the thick solid 
curves as compared with the n = 1 results (thick dashed curve). 

The limiting results are also shown for cooling of a black 
opaque layer. In this instance there is no effect of spectral 
selectivity and the layer with highest initial temperature T0 

cools most rapidly. 

Conclusions 
Equilibrium temperatures of an absorbing-emitting layer 

were obtained for exposure to incident radiation and with the 
layer boundaries either specular or diffuse. For high refractive 
indices the surface condition can influence the radiative heat 
balance if the layer optical thickness is small. Hence for a 
spectrally varying absorption coefficient the layer temperature 
is affected if there is significant radiative energy in the spectral 
range with a small absorption coefficient. Similar behavior 
was obtained for transient radiative cooling of a layer where 
the results are affected by the initial temperature and hence 
the fraction of energy radiated in the short wavelength region 
where the absorption coefficient is small. The results are for 
a layer without internal scattering. If internal scattering is 
significant, the radiation reaching the internal surface of a 
boundary is diffused and the effect of the two different surface 
conditions would become small. 
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depends only on internal absorption and emission. For n > 1 
the higher ax for small a\D with diffuse boundaries produces 
increased absorption. The resulting Tw for diffuse boundaries 
is somewhat higher than for the specular case and the difference 
increases to a maximum of about 50 K as n and Tx are increased. 
The temperature for an opaque black layer (or an opaque gray 
layer with diffuse boundaries) is shown as an upper limit. From 
Eq. (7) this is given by T„ = [ ( 7 / + T2
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For Fig. 1(b) the nature of the incident radiation is changed 

on the hot side of the layer. The incident energy is a beam 
normal to the layer with its heat flux given on the abscissa. 
Two limiting cases are given for n — 1; the solid curve is for 
the beam being diffused at the boundary, and the dot-dash 
curve is for the beam remaining normal to the boundary as it 
passes into the layer. The heat flux is high (for comparison 
the solar constant at earth orbit is about 1.35 kW/m2) and has 
the same spectral distribution as solar energy (blackbody spec
trum at 5780 K). This spectrum provides a much larger energy 
fraction in the short wavelength region than the hot reservoir 
in Fig. 3(a) and produces substantially higher Tw when the 
boundaries are diffuse. The upper limit is shown for a black 
opaque plate as given by T„ = l(qbezm/a + T^/lf*. 

Effect of Surface Condition on Transient Radiative Cool
ing. Transient radiative cooling results from Eq. (10) are in 
Fig. 4 for two initial temperatures T0 = 1000 K (thin lines) 
and 2000 K (thick lines), and Te = 300 K. The absorption 
properties are the same as for Fig. 3. For n = 1 there are no 
surface reflections and hence no effect on cooling of the bound
ary being specular or diffuse. For T0 = 1000 K most of the 
energy radiated by the layer is in the long wavelength region 
where a^D is large for the spectral properties used here. For 
large a-JD, Fig. 2(b) shows that increasing n decreases the a\ 
= ex so the cooling is less rapid. The ex is smaller for specular 
surfaces, which produce longer cooling times. The situation 
changes somewhat when T0 is increased to 2000 K. A greater 
fraction of the energy is then in the short wavelength regions 
where a^D is small. This changes the trend for the solid curves 
(diffuse surfaces) in Fig. 2(b) which, for small axD, show ex 

increasing with n to a maximum. This enhances the cooling 
rate with the increase in n as shown in Fig. 4 by the thick solid 
curves as compared with the n = 1 results (thick dashed curve). 

The limiting results are also shown for cooling of a black 
opaque layer. In this instance there is no effect of spectral 
selectivity and the layer with highest initial temperature T0 

cools most rapidly. 

Conclusions 
Equilibrium temperatures of an absorbing-emitting layer 

were obtained for exposure to incident radiation and with the 
layer boundaries either specular or diffuse. For high refractive 
indices the surface condition can influence the radiative heat 
balance if the layer optical thickness is small. Hence for a 
spectrally varying absorption coefficient the layer temperature 
is affected if there is significant radiative energy in the spectral 
range with a small absorption coefficient. Similar behavior 
was obtained for transient radiative cooling of a layer where 
the results are affected by the initial temperature and hence 
the fraction of energy radiated in the short wavelength region 
where the absorption coefficient is small. The results are for 
a layer without internal scattering. If internal scattering is 
significant, the radiation reaching the internal surface of a 
boundary is diffused and the effect of the two different surface 
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T0 = uniform temperature of fiber entering the 
channel 

u, v = velocity components in x and r directions, 
respectively 

U, V = dimensionless u and v, U = «/[/s, K = u/I/, 
^ = physical fiber speed 
6 = dimensionless local temperature 8 — (T — T„)/ 

(To - r„) 

Subscripts 
oo = ambient medium 
/ = fluid medium 

surface = fiber surface 
H = channel wall 

out = outlet 

1 Introduction 
Optical fibers are manufactured by a continuous drawing 

process. A solid preform rod made of silica glass is peripherally 
heated and softened in a furnace and then drawn along the 
axial direction in air and continuously wound on a drum (Fig. 
1(a)). The rate at which fiber loses energy as it passes through 
the surrounding environment is of considerable practical im
portance. In particular, optical fibers are believed to derive 
their remarkably high strength from the rapid cooling as they 
are being formed. To preserve the pristine state of the surface 
and to maintain the high mechanical strength of the fiber, the 
newly drawn fibers have to be coated with an organic sub
stance. The temperature at which the fiber comes out of the 
furnace is of the order of 1600°C, but coating cannot be applied 
above 200°C because of practical difficulties (Kyriacou et al., 
1990). If the optica] fiber is drawn at very high speed to obtain 
high productivity, the "natural" cooling of the fiber is not 
sufficient to bring the temperature of the fiber down to the 
desired level before it reaches the coating cup, for typical values 
of fiber diameter, speed, and distance between the coating cup 
and the furnace. Because of this limitation, very often forced 
convective cooling is employed to accelerate the heat transfer 
process. During the cooling process the buoyancy effects are 
small and are, therefore, neglected in this study (Roy Choud-
hury and Jaluria, 1994). 

The basic features of the axisymmetric flow induced by a 
long, continuously moving cylindrical fiber in a uniform aid
ing, opposing, or peripheral forced flow are shown in Fig. 1. 
For the aiding flow, the flow is either accelerated or retarded 
near the fiber, depending on the fiber and flow speeds. In case 
of the opposing flow, however, the fiber invariably slows down 
the opposing external forced flow near the solid surface and, 
at some distance from the entrance, the flow velocity changes 
direction as one moves away from the fiber surface. Conse
quently, a recirculating flow region develops near the surface 
of the fiber. For the peripheral flow, depending on the point 
of flow entrance, the flow either aids or opposes the fiber 
motion. 

Forced air cooling of a moving fiber has been investigated 
experimentally and theoretically, with an assumed heat transfer 
coefficient at the fiber surface, by Paek and Schroeder (1979). 
Forced convective cooling studies of optical fibers have also 
been carried out by Jochem and Ligt (1986), Kyriacou et al. 
(1990), and Vaskopulos et al. (1993). In their numerical study 
Vaskopulos et al. (1993) used the finite volume SIMPLER 
approach, with radial lumping of fiber temperature and as
sumption of negligible axial conduction in the fiber. Using 
constant fiber and fluid properties, they studied the effects of 
fiber speed, channel diameter, and the channel wall temper
ature on the fiber exit temperature. Recently, Roy Choudhury 
and Jaluria (1994) numerically studied the forced convective 
cooling of moving axisymmetric rods in channels. But they 
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Fig. 1 (a) Schematic diagram of the drawing process for an optical 
fiber. Also shown is a moving axisymmetric solid in forced flow in a 
channel for (6) aiding flow, (c) opposing flow, and (d) peripheral flow. 

used constant properties, and did not consider the more prac
tical peripheral flow entrance situation. 

The present work is directed at an experimental study with 
peripheral flow entrance and at a numerical simulation of the 
transport from a continuously moving cylindrical optical fiber. 
The numerical study considers coupling between the convective 
transport in the fluid and the conduction within the fiber. Both 
constant and variable properties are considered. The numerical 
work was motivated by some of the experimental conditions 
and the need to simulate the cooling process for typical con
figurations. Several interesting and important aspects are ob
served, leading to a better understanding of the underlying 
physical process and providing inputs that may be used in the 
design of the appropriate thermal system. 

2 Analysis and Numerical Scheme 
2.1 Constant Properties. Consider the transient, laminar 

flow induced by an optical fiber moving at a constant speed 
Us. The temperature of the fiber is assumed to be at a uniform 
value of T0 at the point of entrance into the channel, that is, 
at x = 0. This temperature is fixed for a particular fiber speed 
and can be calculated if the distance of the cooling channel 
from the furnace is known. Some measured values are available 
in the literature (Paek and Schroeder, 1979). The flow and the 
temperature fields develop downstream in case of an aiding 
flow, but for an opposing flow separation may occur. The full 
governing equations, which are elliptic in nature, are solved 
over the entire computational domain with the relevant bound
ary conditions. The flow and temperature fields are assumed 
to be axisymmetric. This approximation is satisfactory when 

. the buoyancy effects are small or if the fiber moves vertically. 
The full governing equations in axisymmetric form, assuming 
constant properties and neglecting buoyancy, along with the 
boundary conditions are given by Roy Choudhury and Jaluria 
(1993, 1994). A transient problem is solved, in order to in
vestigate possible oscillations in the flow and any temperature 
overshoot that might arise at small times. As shown by Roy 
Choudhury and Jaluria (1994), the results converge smoothly 
to the steady-state solution at large time. 

The problem is solved using the stream-function vorticity 
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formulation. For details of the formulation, including the non-
dimensionalization and initial/boundary conditions, see Roy 
Choudhury and Jaluria (1994). The transient vorticity and the 
energy equations, in conservative form for both the fiber and 
the fluid, are solved, using the Alternate Direction Implicit 
(ADI) scheme. The resulting tridiagonal matrix systems are 
solved using the Tridiagonal Matrix Algorithm (TDMA). At 
each time step, after advancing the solutions for the vorticity 
transport and the temperature equations (for both the solid 
and the fluid) by the ADI scheme, the stream function equation 
is solved using the SOR method. A nonuniform grid is used, 
with a large number of grid points near the fiber surface and 
the walls, to capture the large gradients near the surface ac
curately. 

2.2 Inclusion of Variable Properties. For the optical fiber 
drawing process, there is a large temperature variation from 
the entrance to the exit of the cooling channel. Because of this 
temperature variation, the fluid and solid properties may change 
considerably. Therefore, an effect on the flow as well as on 
the heat transfer is expected, if the property values used are 
evaluated at different temperatures. For the temperature ranges 
employed in typical optical fiber drawing processes, the fluid 
density was evaluated at the smallest and the highest temper
atures encountered. It was found that a negligible change oc
curs in the resulting temperature field (Roy Choudhury and 
Jaluria, 1993). Thus, for the temperature range under consid
eration fluid density can be assumed to be constant, consid
erably simplifying the analysis. But the other material properties 
cannot be taken as constant. If the fractional change of a 
material property is large, say of the order of 20 percent or 
larger, it is worth pursuing the variable property formulation, 
because of considerable difference between the results obtained 
for the constant and variable property cases. For details on 
the variable property formulation, including the dimensionless 
form of the vorticity transport and energy equations, see Roy 
Choudhury and Jaluria (1993). 

When variable properties are considered, the diffusion terms 
in the governing differential equations become nonlinear. 
Therefore, the problem is solved iteratively, using the property 
values at the previous time step. This gives the values near the 
beginning of the process. At larger time, extrapolation based 
on previous known values is employed for improving the ap
proximation, as outlined by Jaluria and Torrance (1986). For 
further details on the numerical scheme, see Roy Choudhury 
and Jaluria (1993). 

3 Numerical Results and Discussion 
Numerical solutions to the vorticity, temperature, and stream 

function equations were obtained to study several important 
aspects arising from the three configurations considered. Re
sults were obtained over wide ranges of governing parameters. 
Only some typical steady-state results are presented here. All 
the results, unless specified otherwise, are for an optical fiber 
of diameter 150 /xm moving at a speed of 100 m/min in a 
channel maintained at ambient temperature at the walls, while 
the average external velocity of the fluid, taken as helium, is 
two times the fiber speed. These are some of the commonly 
encountered parametric values for the fiber drawing process. 
Unless mentioned otherwise, the results shown are for constant 
fluid and fiber properties. 

Figure 2 shows the effect of direction of fluid flow. For the 
aiding flow case (Fig. 2(a)), the flow field is seen to develop 
quickly, with the streamlines in the same direction as the flow. 
However, for the opposing flow (Fig. 2(b)), a recirculating 
flow region develops near the surface of the fiber. This recir
culation arises because of the reversal of flow, since the fluid 
near the surface of the fiber tends to move along with the fiber 
because of viscous effects. However, near the entrance of the 
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Fig. 2 Streamlines for (a) aiding, (6) opposing, and (c) peripheral flow; 
(d) local Nusselt number variations for different flow configurations for 
H = 5r„ 

forced flow, the velocity is large enough to force the fluid to 
flow in the same direction as the forced convection velocity 
and opposite to fiber motion. Figure 2(c) shows the streamlines 
for peripheral flow entrance, which is commonly used in many 
industrial fiber drawing applications because it reduces the 
fluid loss and overcomes the difficulty, because of entrainment 
and heat transfer, of achieving uniform and isothermal flow 
at the entrance with the aiding or opposing flow cases and as 
before for the opposing portion of the flow, a recirculating 
region occurs over most of the fiber surface. Figure 2(d) ex
amines the variation of the local Nusselt number Nu for dif
ferent flow configurations. It is seen that the Nusselt number 
starts out very high at the entrance of the flow in case of aiding 
and opposing flow. For the peripheral flow case, the Nusselt 
number is not as high at the point of flow entrance, even though 
a "spike" can be seen there. The reason for this smaller Nusselt 
number can be explained from the fact that, in this case, the 
fluid gets heated as it reaches the fiber surface, unlike the 
opposing and aiding flow cases, where the cold fluid comes in 
contact with the fiber surface at the flow entrance. Even though 
the opposing flow case is like the counterflow heat exchanger, 
the temperature drop is not much more than the aiding flow 
case, which is like a parallel flow heat exchanger, because of 
the occurrence of the recirculating region. In fact the temper
ature decay over the entire length of the channel is about the 
same for all three flow circumstances (Roy Choudhury and 
Jaluria, 1993). 
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20r0 and (6) effect of channel 

The effect of a change in fiber speed and forced convection 
velocity is discussed in detail by Roy Choudhury and Jaluria 
(1993) and is thus not presented here. In general, at higher 
fiber speed, a smaller amount of thermal energy can be ex
tracted from the fiber, as the time taken by the fiber to pass 
through the region is smaller. As the forced convection velocity 
is increased, for any of three flow configurations considered, 
the local Nusselt number and hence the temperature decay 
increases. 

Figure 3 shows the effect of ambient fluid and the channel 
width on the heat transfer from the fiber. When helium is the 
cooling medium, the heat transfer rate is much higher than 
when nitrogen is the cooling medium, because of larger thermal 
diffusion within the fluid for helium due to its larger thermal 
conductivity. A mixture of nitrogen and helium can be used 
to obtain intermediate levels of cooling. As seen from Fig. 
3(a), different proportions of helium and nitrogen may be used 
to control the heat transfer rate and consequently the tem
perature decay. With a decrease in the channel width, the 
isotherms come closer to the surface, and the temperature 
gradient at the surface increases, resulting in greater Nusselt 
number, as seen from Fig. 3(b). If the channel width is large 
(H > 25r0), then it is observed that a further increase in the 
channel width hardly affects the heat transfer. This is due to 
the fact that for such a wide channel the flow and thermal 
fields approach those for a uniform forced flow in an extensive 
medium. Thus, increasing the channel width does not signif
icantly affect the isotherms near the fiber surface. Also it is 
observed from Fig. 3(b) that, as the channel width increases, 
a larger length is needed for the fluid to reach developed con
ditions, indicated by the local Nusselt number attaining a con
stant value. This is an expected result and is also observed for 
flow in a pipe (Burmeister, 1983). 

The effect of the channel wall temperature is discussed in 
detail by Roy Choudhury and Jaluria (1993) and is not repeated 
here. In general, if the wall temperature is kept below the 
ambient temperature level, the cooling is better, as long as the 
channel is not very wide (Roy Choudhury and Jaluria, 1994). 

If the property variations in the fiber are considered, keeping 
the fluid properties constant, it is found that, for the solid 
properties taken as constant at the maximum (Ta) or the min
imum possible temperature (7^), there is hardly any effect on 
the temperature field (Roy Choudhary and Jaluria, 1993). So 
the fiber properties are taken as constant at the average tem
perature within the temperature range under consideration. 

<D 
• Constant fluid property at 25° C 
• Constant fluid property at 595° C 
- Variable fluid property (T0 = 595° C, T. = 25° C) 

Fig. 4 
forH 

Effect of fluid property variation on surface temperature decay 
= 5rn 

On the other hand, it is found that if fluid properties are taken 
as constant at the maximum or the minimum possible tem
perature there is considerable effect on the temperature field, 
as seen from Fig. 4. When the variable property formulation 
is used, it is observed that the initial rate of temperature decay 
is similar to the case when the properties of the fluid are 
evaluated at the maximum possible temperature, while farther 
downstream the temperature decays at a much slower rate. 
From Fig. 4 it is evident that the effect of fluid property 
variation on the temperature field is significant, and should 
be considered for an accurate numerical simulation of the fiber 
drawing process. 

4 Comparison of Experimental Results With Numer
ical Predictions 

Very few experimental data are available for channel flow 
for forced convective cooling of an optical fiber. The numerical 

.results obtained in this study were compared with the exper
imental data obtained from forced fiber cooling experiments 
in a draw tower, with peripheral flow entrance, and the results 
are shown in Fig. 5. The experimental work was performed 
on a 6.9 m draw tower, using an aluminum cooling section 
consisting of a water-cooled tube 50 cm long and two plenum 
chambers, each 5 cm long, that were welded on either end of 
the tube. The optical fiber was cooled using pure helium or 
50 percent (by mass) helium—nitrogen mixture. The cooling 
gas was introduced sideways in the lower plenum chamber of 
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Fig. 5 Comparison of the numerical results with experimental data 
obtained by Vaskopulos et al. (1993) and in the present work, for different 
governing parameters for an optical fiber moving in a channel with pe
ripheral flow entrance 

the cooling section and through the insert tube in a direction 
opposite to the fiber motion. The distance between the heater 
exit and the upper end of the cooling section was 55 cm for 
all the tests. The fiber exit temperature was measured at a 
distance of 12 cm from the lower end of the cooling section 
using a commercial noncontact temperature sensor. During 
the experiments the fiber diameter was 150 /xm and the draw 
speed was varied from 100 to 150 m/min. The cooling section 
wall temperature was controlled by a cooling jacket with cir
culating water and was varied between 4 and 25 °C. Further 
details on the cooling section design, on the fiber draw tower, 
and on the experimental procedure can be found from Vas
kopulos et al. (1993). Only a few important aspects are men
tioned here for conciseness. 

For most part the agreement between the experimental and 
numerical results is seen to be very good. The numerical model 
closely predicts the general trends with changes in different 
parameters, like channel wall temperature, channel width, and 
fiber speed. It is observed that at very high mass flow rates, 

the numerical model overpredicts the exit temperature. This 
may be due to the fact that under actual experimental circum
stances, at high flow speeds, turbulence arises, leading to more 
rapid cooling. 

5 Conclusions 
A detailed numerical study of the conjugate transport from 

a continuously moving optical fiber in forced flow in a channel 
has been carried out! The numerical results were validated using 
experimental data. Three different forced flow configurations, 
namely, one aiding and another opposing the movement of 
the fiber as well as a peripheral flow, which was employed in 
the experiments, has been considered in this work. The heat 
transfer and the consequent temperature decay in the optical 
fiber undergoing thermal processing are found to depend sig
nificantly on the channel width, the channel thermal condi
tions, the fluid used, and the fiber speed. The effect of solid 
property variation is found to be quite insignificant. However, 
the effect of fluid property variations is quite substantial. For 
the opposing flow, it is found that a recirculating region is 
formed near the fiber surface. The numerical results are com
pared with the experimental measurements of the fiber tem
perature at the channel exit. Good agreement is found between 
the two, lending support to the numerical modeling of the fiber 
cooling process. 
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